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FOREWORD

This report is the last of a series of three reports resulting from the
study "Fundamental Studies in Automatic Vehicle Control". One of the
objectives of the study was to extend the development of wire -following
longitudinal and lateral control systems to permit such difficult maneuvers
as switching, lane changing, and merging under both normal and emergency
operating conditions. The controls were to be designed to allow operations
in high-speed (~100 km/hr) , small time-headway («~ 1 sec) situations
through complex guideway networks. Another objective was to study the
feasibility of using radar for automatic lateral control of vehicles.

The earlier reports in this series covered the work performed during each
of the first two years of this study. It was decided that annual reports
be issued rather than a single report at the end in order to make the

results available on a more timely basis. Very limited copies of the two
previous reports are available upon request from Mr. Lyle Saxton, Federal
Highway Administration, Office of Research (HRS-32), Washington, D.C. 20590,

Charles F. Scheffey
Director, Office of Research

NOTICE

This document is disseminated under the sponsorship of the Department of

Transportation in the interest of information exchange. The United States

Government assumes no liability for its contents or use thereof.

The contents of this report reflect the views of the authors who are

responsible for the facts and accuracy of the data presented herein. The

contents do not necessarily reflect the official views or the policy of

the Department of Transportation.

This report does not constitute a standard, specification, or regulation.

The United States Government does not endorse products or manufacturers.

Trademarks or manufacturers' names appear herein only because they are

considered essential to the object of this document.



7^

to,
Technical Report Documentation Page

1. Report No.

FHWA/RD-80/198

2. Government Accession No.

4. Title and Subtitle

Fundamental Studies in Automatic
Vehicle Control

7. Author'.) R. Fenton, R. Mayhan, R. Bishel, R. Kneifel,
R. Magee, S. Murthy, L. Rakocy, R. Smith, L. Thayer

3. Recipient's Cotoloj No.

S. Report Date

August 1981
6. Performing Organization Code

784712

8. Performing Orgomiotion Report No.

784712-3

9. Performing Organ i lotion Nome ond Address

Transportation Control Laboratory
Department of Electrical Engineering
The Ohio State University
Columbus, Ohio 43210

10. Work Unit No. (TRAIS)

FCP 32J1-032
11. Controcf or Gront No.

DOT-FH-11-9257

12. Sponsoring Agency Nome and Address

Department of Transportation
Federal Highway Administration
Office of Research - HRS-32
Washington, D.C. 20590

13. Type of Report ond Period Covered

Final Report

May 1979 - Sept. 1980

14. Sponsoring Agency Code

T-0411
15. Supplementary Notes

FHWA Contract Manager: Fred Okano (HRS-32)

16. Abstract

During the past year, which was the final one on a 3-year
efforts were focused principally on the continuing develop]
facility which was employed to study control and communical
below, the sector level. This was done in the context of high-speed (to 26.8 m/s)
operations at time headways as small as 1 s.

The principal accomplishments during this final year were: (1) The selection of a

sector-level control concept, the design and implementation of hardware required for

sector-level operations, and the choice of geometries over which online control
would be realized; (2) The development and successful field evaluation of a sector
computer-to-controlled vehicle communication link; (3) The design, development,
and field evaluation (with very promising results) of a "radar" approach to lateral
control; and (4) The design and field evaluation of a vehicle longitudinal
controller which provided excellent performance —a small-position error, a comfort-
able ride, and a relative insensitivity to disturbance forces— on a consistent
basis over a wide range of environmental conditions. The secondary accomplishments
included the construction of a sidewall structure for radar steering, and the

implementation (and successful field evaluation) of previously designed lateral and

longitudinal controllers with microprocessor-based units.

17. Keywords Automatic highway, AHS, dual-
mode, automatic longitudinal control,
automatic lateral control, radar steering
microprocessor controllers, sector
communications, sector computer.

18. Distribution Statement

This document is available to the

public through the National Technical
Information Service, Springfield,
Virginia 22161. v

19. Security Clossif. (of this report)

Unclassified

20. Security Clossif. (of this page)

Unclassified

21. No. of Page's 22. Price

Form DOT F 1700.7 (8-72) Reproduction of form and completed page is authorized



o
CD

>
V)

E £ JT S. E
CM CM CM
c -o P— >. c

8 _ *. "= in «
5= °-°" St '

CO ?

Oox
r- Q-

g
CO
<r
UJ
>
oo
o
<r
H
UJ

5

3
2

I
Z

S
2
>
en

X
5

5 i • 1 =

<
q> in — 10 UJ

d d ro - d 5
s

"5 -

E
; s I

ill £ i

! §e e!

(0— csi * m
d — d cj

iiii
«> a> © c.w w w n
s§s!
sr f yi

to

2

•>

§
X c
c
3
3i
Q. cr>

m
ro
o CVI —
o CM

—
o
>

2
oo

• o
E —

to C
•» t o o o
E B = J3 2= 3 o 3 3
O. o" c> O o

q
ad

-ON ro

cvi
-' d <g

—
ro

*A '-' v '

III '= co <B

2 e

« «
E E

2 o o
• !o xi

i £ = = 3 3

E E

- 2• S£ Q.

£ I

s«

Sf
10 •
so

o

Ik. u
a o

2-=r8cmO-
O-N —
- _o

CD

i- -
_o

<t>

8-

on—"
O

o> - r

8-
—

o—
CM

J-
K>
~

o- _o
CM

1

o. . O
1 1

u. u
o a

iZ Zc 12 02 61 91

IlllllllflllUlllUIUllllllllllllilJIlUllll IWUIM

SI »l CI Zl ill 01

INillllHllllllllllmilllllllllllllHlllllllHI

9 I 9 S t> C Z i wo

iiii[iiiiliiiiliiiilii|iliiiiliiiiliiirtiiiiliiiiliiiiliiiiliiiiliiiil[iiilitiiliiii)i
iit

<jd
00
CM

-Q

CO
CO

CD

to
cu

-O
fO
+J .

<£>a oo
CD CM

•r-O
fOr—

I

4-> .

euro
"Or-<

<_>
cu
S- .

o o
i|i|i|i|i|ni|i|i|i|i|i|<|i|i|i|i|i|i|i|i|i|i|i|i|i|i|imi|i|i|i|i|i|i|i|i|i|i

ff Hiiii^iii'iTiTiTi'i'i'rrriTiTiTri'iT

to
Ul
X
tO
<
UJ
2
u
x

s
2
>-
to

E E e §o O t -X

= Q

Ui

o
<r

u.

O

to
ac
Ul
>zoo
Ul

2
X
o
a:
a.
a.<

fe * £

i i £ i~ = « E
cen cen

mel kilo

X
fe u*> en to

z CM o o —
Ul

1
* *°

<
Ul

E C B c °

£ <o

Ed « €
L. k. Xr « hi £

s i * -2SEe5
$S C> 41 Q> k

So 8 a S
ct cr cr c op
3 55 w to -c

If) 8-0(0 *
u> d d cvi d

o>«-
E E E 11

I INCHES

CJ
o

%

(O
CO
<
2

Mi.= »= >• t

fSl

» c £E
o
o>
f |

CO
C\J
o o

Ul
2
_l
O
>

SO (0

<D 5
at in in % £
• « cd E c

i=E=£ESf.a.«
EEE~~ = ~oo

* r- in m «0
N * Ol CO O S

mtnodddro'dd

s

UJ
x

I
Ul
a.
2

to

?
8

» * *

3 a
3

.E 3= a> £

_ "O

*- ^ —

to c
» • t 5 H 2
o. "t o — r> J3
3 -E 3 O 3 3
<j o. cr o o o

•r «i o "? «ol_
«: "S.

c o
fOr—

f0
C0 4->

E fC
OC_>

V1Q
S-OO
CU
> «<

CLT)
OCM
O .

CM

O
<TJ CUxo
a>r-

s-
S-Q.
CU

Oi/l
cu

s-s.03
-1- CO

f0
•cu
-s:
>>
<—raMc
Oro
03
Xco
CU+J

CD

ma>
•3:

CM

II O
Ccy)

ii



FUNDAMENTAL STUDIES

IN

AUTOMATIC VEHICLE CONTROL

EXECUTIVE SUMMARY

The control required for an automated highway system can

be achieved via a hierarchy wherein a centralized computer

would oversee network operations with this including the coordin-

ation of activities in the individual geographic regions compris-

ing the network. A second level of control would be at the

regional level. Each regional controller would supervise the

activity of a number of sectors and control the vehicles in those

sectors via appropriate commands to the sector computers which

comprise the third level of control. The fourth, and lowest,

level of control is that of the individual vehicle. The concern

here is with control of the sector level which is comprised of

four essential facets:

a) The specification of the desired state of each vehicle;

b) The determination of the actual state of each vehicle;

c) Communications between each vehicle and sector-

control; and

d) The control of each individual vehicle.

-i i i
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Each of the facets can be viewed in the context of either longi-

tudinal or lateral control.

During the past year, which was the final year of a three-

year program, the research efforts were focused principally on

the continuing development of a physical test facility which will be

employed to study control and communication problems at, and

below, the sector level. This will be done in the context of

high-speed (to 26.8 m/s) operations at time headways as small

as 1 s.

The principal accomplishments during this year were:

1 . The selection of a sector-level control concept, the design

and implementation of hardware required for sector-level

operations, and the choice of geometries over which

online control would be realized;

2 . The development and successful field evaluation of a

sector computer-to-controlled vehicle communication link;

3. The design, development and field -evaluation (with very

promising results) of a "radar" approach to lateral control; and

4. The design and field evaluation of a vehicle longitudinal con-

troller which provided excellent performance — a small-

position error, a comfortable ride, and a relative insensi-

tivity to disturbance forces — on a consistent basis over

a wide range of environmental conditions.

-iv-



These accomplishments were integrated and a demonstration of

online control, which involved 2 test vehicles operating at a time

headway of 1 s, was given. The highlight of this demonstration

involved the merging of an initially stationary vehicle into a posi-

tion 1 s ahead of a mainline vehicle traveling at a speed of 26.8

m/s.
The secondary activities included the design, construction,

and field evaluation of a guidewall structure for use in radar

steering, and a start toward converting the analog electronics,

employed in the vehicle lateral and longitudinal controllers, to a

discrete digital realization. The latter was accomplished using

microprocessors and involved the digital realization of both a

lateral and a longitudinal controller. The former, which involved

a previously designed, velocity-adaptive controller, was extensively

tested and yielded excellent performance — tracking error < 0.063 m,

a good insensitivity to disturbance forces, and a comfortable ride.

The latter, which involved the realization of a simple velocity

controller, was also field tested with good results; however, it

remains to similarly implement a more complex, better-perform-

ing longitudinal controller which was selected for final implemen-

tation. The microprocessors employed here can also be employed

in a vehicle-based, decision-making role.

In view of the results obtained from this study, it is pro-

posed that future AHS technology development efforts should be

focused on the following:

-V-



a) The continued development of the automated vehicle

test facility at TRCO;

b) The implementation of an online computing system

which could accomplish all sector-level control

tasks;

c) An intensive study of a multi-processor system

for in-vehicle use;

d) Studies of radar-sensing techniques for use in both

lateral and longitudinal control; and

e) Studies in vehicle longitudinal control with an

emphasis on both emergency operations and the

tradeoffs between fuel usage, vehicle tracking

accuracy and ride comfort.

-VI-
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CHAPTER I

INTRODUCTION

A. Automated Highway System Concept

One approach toward the amelioration of both present and

anticipated future transportation problems is individual-vehicle,

automated ground transport. One form of such transport, "dual-

mode," is an attractive candidate for further study.

The general dual-mode concept involves a roadway complex

which consists of both automated and nonautomated roads. Various

main arteries would probably be equipped for automation while

various secondary streets/roads would not be equipped. Ultimately,

it would be expected that public vehicles and both individual pri-

vate vehicles and commercial traffic would use the system; how-

ever, it seems likely that initially only mass transit vehicles

would be employed.

An individual vehicle would enter the system at a special

entrance point where it would first undergo a rapid automatic

checkout, and the driver would indicate his destination. If it

"passed" the checkout, the vehicle would move to an entrance

ramp from which it would be automatically merged into the traffic

stream. However, if it "failed" the vehicle would not be allowed



to merge into the traffic stream; instead, it would be rejected and

guided to a nearby service facility for repair. The traffic stream

velocity would be fixed by a central traffic controller and would be

dependent on weather, roadway conditions, the state of the traffic

stream, etc. Once in the traffic stream, the vehicle would

remain under automatic control until the driver's preselected exit

was reached. Then the vehicle would be guided off the roadway

onto an exit ramp, and control would be returned to the driver.

In the event of vehicle disability, the vehicle would be

ejected from the main traffic stream. If it were controllable, it

would be routed to the nearest emergency exit. If it were not,

the use of one lane would be lost until the vehicle could be moved

off the highway. Hence, it would be temporarily necessary to

direct the mainstream vehicles around the disabled one. Clearly,

some provision must be made for clearing the roadway as quickly

as possible

.

The potential advantages of this type of system include

substantial increases in both traffic flow capacity and traffic safety

as well as some modest reduction in fuel usage [ 1 ] - [ 2l

Dual-mode systems have been suggested for both ubiquitous

coverage of urban areas [3] and for intercity highway applications.

Here, the emphasis is on the latter, and the term "Automated

Highway System" (AHS) will hereforth be used to refer to this

application

.



The initial studies on the automated highway were con-

ducted in the late 1950's and, subsequently, limited efforts were

undertaken, both here and abroad, by various industrial organiza-

tions, government laboratories and academic institutions C4]-[19].

This type of system would probably be first considered for an

already congested network (e.g., the Northeast corridor).

B. AHS Control Hierarchy

The control required for the automated port of an AHS is

dependent upon the selected system structure. The structure

selected here involves a post-deterministic synchronous approach

to traffic management (as is described in detail in Chapter II),

and it is comprised of two intimately related facets. The first,

macro-control, embodies the entire hierarchy of control which is

necessary for system coordination. This is, of course, the

"systems" level of control, and it includes such operations as

vehicle scheduling and routing, the determination and specification

of traffic speeds, and system response to abnormal and emergency

situations. The second facet, micro-control, is explicitly con-

cerned with individual vehicle position regulation and maneuvering

and encompasses both vehicle lateral control and longitudinal

control

.

A general control hierarchy, which could be employed with

an automated vehicle system, includes a central controller to over-
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see network operations with this including the coordination of

activities in the individual geographic regions comprising the net-

work (see Fig. 1-1). A second level of control would be at the

regional level . Each regional controller would supervise the

activity in a number of sectors and control the vehicles in those

sectors via appropriate commands to the sector computers which

comprise the third level of control. The fourth, and lowest, level

of control is that of the individual vehicle.

Note from Fig. 1-2 that a sector-level, control con-

figuration would be comprised of four basic elements:

1 ) A sector computer;

2) A communication link for achieving both computer-

to-vehicle and vehicle-to-computer transmissions;

3) An information source for directly providing the

computer with state information on each vehicle; and

4) An information source embedded in, or located

nearby, the guideway and intended to supply

state information to each controlled vehicle.

With this general configuration, the sector computer would

have two independent indications of the state of each vehicle — one

from the guideway-to-sector computer information source and one

transmitted from the vehicle. This would provide desired redun-

dancy. Further, if the information received were of sufficient

accuracy and timeliness, the system could be designed for a quick
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response to an anomalous situation .

C. Overview

During the past year, which was the final year of a three-

year program, the research efforts were focused principally on

the continuing development of a physical test facility which will be

employed to study control and communication problems at, and

1

below, the sector level. This will be done in the context of high-

speed (to 26.8 m/s) operations at time headways as small as 1

sec. The primary activities undertaken were:

1) The selection of a sector-level control concept,

the design and implementation of hardware

required for sector-level operations, and the

choice of geometries over which online control

is to be realized;

2) The development and field evaluation of a sector

computer-to-controlled vehicle communications

link;

3) The design, development and field evaluation of

a "radar" approach to lateral control; and

1

The results obtained during the first two years, as well as a
description of the test facility geometries and the various wire
configurations embedded in the roadbed are described in the pre-
vious interim reports [20]- [21 ] .
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4) The design and field evaluation of a vehicle

longitudinal controller which provided excellent

performance — a small-position error, a com-

fortable ride, and a relative insensitivity to

disturbance forces — on a consistent basis

over a wide range of environmental conditions.

The secondary activities included the design, construction, and

field evaluation of a guidewall structure for use in radar steering,

and a start toward converting the analog electronics, employed in

the vehicle longitudinal and lateral controllers, to a discrete

digital realization. The latter was accomplished using micropro-

cessors which can also be employed in a vehicle-based, decision-

making role.
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CHAPTER II

SECTOR-LEVEL CONTROL STUDIES

A. Network Control Policy

Three network control policies have been suggested for

achieving safe and efficient operation under high-speed, small

time-headway conditions — asynchronous, synchronous, and quasi-

synchronous. The asynchronous, or car-following approach,

involves stochastic vehicular control (i.e., control with respect to

the state of the surrounding traffic). The earliest paper dealing

with such control was presented by Zworykin and Flory [22] in

1958; subsequently, numerous others have been presented in the

literature; e.g., [23]-[25] . One problem with this approach is

the resolution of vehicle conflicts at merging junctions where the

coordinated control of many vehicles is essential. The required

vehicle-based technology for achieving such control is currently

unavailable

.

The synchronous, or point-follower, approach is character-

ized by deterministic vehicular control . This involves the concept

of slots ( of H{- in time units) moving through a network so that

slot synchronization is achieved at all merging junctions. This

approach was first suggested by Gluck [26] and has subsequently
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been studied in detail by many others including Godfrey [27],

Boyd and Lucas [28], and Howson [29].

A deterministic implementation involves the computing of

a vehicle's entire trajectory (i.e., its schedule over a selected

route) prior to its entry into the system . A sequence of slot

assignments, that would allow an uninterrupted trip from origin to

destination, would be specified for that vehicle. This predetermin-

istic approach involves possibly excessive waiting time (i.e., delay)

for an entering vehicle, a restrictive scheduling algorithm, and an

inability to effectively respond to failures

.

Another approach, which is less rigid and more adaptive,

is to remove the requirement for a priori slot assignments. Instead,

a vehicle is merged into mainline traffic, possibly into the first

available empty slot, and then moved in synchronization with other

traffic until a conflict point (e.g., a merging junction) is reached;

then maneuvering may be required to effect safe and efficient opera-

tion. This postdeterministic approach was introduced by Munson

[30] and subsequently extended by numerous investigators including

Rule [31 ], Roseler et al [32], and Kornhauser and McEvaddy

[33] . This policy involves minimal waiting time at an entry point,

a distribution of the computational load, and a potentially simpler

resolution of failures.

The quasi-synchronous approach is a combination of the

synchronous and asynchronous approaches. Vehicles on connecting
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links would be under vehicle-follower control while those in the

vicinity of a merging junction would be under point-follower con-

trol. This approach is similar to the postdeterministic synchronous

one.

The evidence for the superiority of one policy over another

is not conclusive, and the results presented to date appear to be

dependent upon the choice of network configuration, its geographical

extent, and the nature of the imposed travel demands. It does

appear, however, that greater operating flexibility, less travel

delays, and a simpler implementation results with the choice of a

postdeterministic synchronous policy and therefore this choice is

made here.

B . Control Functions

The network computer (see Fig. 1-1) would maintain fre-

quently updated statistics on the network state (as based on data

received from the regional levels) and use this information to

control vehicle entry, routing, scheduling, and system response

to failures . This would be a macroscopic level of control with the

required commands being transmitted to the appropriate regional

level. A second essential function would be the collection, process-

ing, and storing of operational data for later use.

The primary function of each regional computer would be

the supervision and coordination of all activity within its assigned

-11-



boundaries. Command decisions would be based on gross com-

mands from the network controller, data received from adjacent

regional computers, and data from the sector computers within its

jurisdiction. The selected vehicle commands would be sent to the

sector computers for subsequent transmission (possibly in a modified

form) to the controlled vehicles.

A sector computer would transmit a command trajectory

to each vehicle prior to its entering the sector. This informa-

tion would be either the command selected at the regional level or

that command as modified by the sector computer to meet local

conditions. Once in the sector, each vehicle would periodically

transmit its status (i.e., operating normally (as commanded) or

operating abnormally). If each vehicle were operating normally,

the sector computer would continue to monitor operations; however,

if one or more vehicles were operating abnormally, the sector

computer would cause an emergency braking command to be trans-

mitted to all affected vehicles

.

Each individual vehicle, upon receiving command informa-

tion, would act so as to maintain the desired lateral and longi-

tudinal states. The vehicle could take independent action only in

the event of certain emergency conditions in which case the sector

1

This communication approach, as opposed to transmitting com-
mand information online (e.g. every 100 mss), greatly reduces
the complexity of the required communications.
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computer would be promptly notified.

The most difficult, normal (nonemergency) control problem,

which must be frequently solved within this hierarchy, is the safe

and efficient merging of two or more lanes of high-speed traffic

into a single lane. This problem, which involves regional-level,

sector-level, and vehicle-level control is considered in detail here.

C. Merging High-Speed Traffic Streams

a) Overview

The merging problem has two principal aspects — junction

saturation and vehicle conflicts. The former occurs when the

vehicle flow-rate into a junction exceeds the slot flow-rate out,

and the latter when two or more vehicles occupy upstream slots

that will merge into one downstream slot.

Long-term junction saturation would be prevented by the

network controller which would distribute vehicle entry times

based on the current network statistics. Thus, the average input

flow-rates would not exceed a junction's capacity. Short-term

saturation, however, could occur and would need to be handled

locally. This could be accomplished by routing overflow traffic

into a special waiting area, or by reducing stream speed and

creating more slots . Both approaches result in additional trip-

time delay and trip-time variance as well as complicate the control

process

.
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In contrast, by exiting excess vehicles onto adjacent non-

automated highways, waiting in queues can be avoided, stream

speed maintained and a simplified control process implemented.

With a well-designed network controller, such forced exiting would

be a very low-probability event. This approach is employed here

resulting in the ability to resolve merging conflicts without internal

delays

.

Conflicts are resolved by maneuvering one or more vehicles

forward or backward into other slots. Thus, the sector level of

control would do the following:

1 ) Examine the arrangement of vehicles allowed into

the junction;

2) Detect any conflicts; and

3) Resolve these by specifying which vehicles are

to maneuver and issuing the proper commands.

b) An Algorithm for Merging Conflict Resolution

The merging conflicts can be solved by employing an

algorithm which uses the cycle concept [28] . Here, a cycle,

which is a group of adjacent slots, varies in length from 1 to Mm .

"^he two aspects of the selected algorithm are readily

described using the 3-into-1 merging junction shown in Fig. 2-1 .

This corresponds, for example, to that portion of an intersection

wherein some northbound and some southbound traffic are routed

-14-
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onto an eastbound lane. Slots on the three "feeder" lanes which

have the same letter will be referred to as a coincident set because

they will merge into one slot.

At location A, i.e., a point on each feeder lane prior to

the last exit before the merge, the coincident set of slots would be

checked. If the total number of vehicles in the set were zero or

one, no conflict would exist and the cycle would be ended (with a

cycle length of one). H
t seconds later the next coincident set

would be similarly checked. If it contained two or three vehicles,

a conflict would exist and the cycle would be continued into the

following coincident set. As each set reached Location A, it would

be processed and the cycle length incremented by one until one of

the following conditions were met:

1) V < m
or

2) V > Mm ,

where
V = running total of the number of

vehicles in the cycle, and

m = current value of cycle length .

If condition one were met, a cycle would be complete with one

slot in the cycle for each vehicle, M (the final value of the cycle

length) would be set equal to m, and since m< Mm no vehicle(s)

would be exited. However, if condition two were met, V-M vehicles
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(if any) from the last coincident set and all vehicles (if any) in

the next Mm - m coincident sets must be exited, and a cycle

length of Mm would result.

Using variable rather than fixed-length cycles results in a

more efficient use of empty coincident sets. The number of slots

in a cycle is equal to the number of vehicles in the cycle unless

the cycle length is one (in which case it may be unoccupied) or if

empty slots are reserved for upcoming traffic. A more subtle

advantage is that vehicles are effectively "preloaded" towards the

front of a cycle so that conflicts can be resolved without using

move-up maneuvers. Such maneuvers are undesirable because of

the increased fuel consumption and the safety problems associated

with operation at a speed greater than the stream speed.

Various move-back maneuvering strategies could be

employed. One of these is to minimize the number of vehicles

maneuvered since a maneuvered vehicle would consume more

fuel than one not maneuvered [24] . This is the choice made

here.

c) Example

The algorithm will be demonstrated using the geometries

of Fig. 2-2, which are comprised of four sectors, each having

the geometries of Fig. 2-1. Here, the three sectors S 10 > ^11>

and S.J2 receive vehicle-string inputs which have been processed

to provide conflict-free merges in these sectors; i.e., the future
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configuration of vehicles after the merges in S*\q, S-j-j, and S-jg

has been determined. An example of such a configuration

(arbitrarily chosen) is shown in Fig . 2 - 3(a) by a matrix with 1 's

representing occupied slots and O's unoccupied ones. It is this

matrix which must be processed to eliminate both short-term

saturation and merging conflicts in S20

Short-term saturation would be prevented by the regional

computer which is in communications with each of the sectors. It

would process the matrix of Fig. 2-3(a), prior to the vehicle's

entry into S-jq* S-j -| , and S-jg* to form cycles and decide which

vehicles (if any) need to be exited before entering S20 The exit-

ing decisions would be communicated to S-jq> ^-j-j, and S-jg which

would then generate the proper routing commands. Choosing

Mm = 6 in the example, the cycles of Fig. 2-3 (b) result. Start-

ing from the right the first coincident set of Fig. 2-3(a) contains

one vehicle, so the cycle is complete with a length of one (i.e.,

M = m = 1). The second set has no vehicles so another cycle of

M = 1 results. The third set, however, contains two vehicles,

and it is necessary to continue the cycle through the sixth set,

when a cycle with M = m= 4 results. The next cycle begins with

the seventh set which contains three vehicles. This cycle is com-

pleted in the ninth set when V > M^ (V= 7). Since V > Mm = 6 ,

M is set equal to six, and the vehicles in the tenth, eleventh, and

twelfth sets must be exited. One of the two vehicles in the ninth set
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also must be exited (an arbitrary choice is made here). In this

manner, short-term saturation is eliminated and only merging

conflicts remain to be resolved.

The cycle data, as generated by the regional computer in

the matrix form of Fig.. 2-3(b), is passed to Spg which specifie

the vehicle maneuvering necessary for the resolution of any con-

flicts. Conceptually, this task involves manipulating a matrix so

that there is only one "1 " per column. The results, for the

specified maneuvering strategy, are shown in Fig. 2-3 (c). No

conflict exists in the first two cycles, for the third a three-slot

moveback by the vehicle in lane one suffices, while three vehicles

must be maneuvered in the fourth case. These results may be

verified readily.

d) Discussion

The suggested merging algorithm is characterized by the

following:

1) Control flexibility;

2) An efficient distribution of the computational load;

3) Minimal communications to and from the vehicles;

4) Minimal trip-time delay and trip-time variance; and

5) Vehicle fuel economy.

It is flexible as it can be applied to the merging geometries

commonly encountered in a highway environment. In particular,

it is easily modified for a two-into-one merge

.
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The computational load is distributed with the network

controlling long-term saturation, the region short-term saturation,

and the sector resolving conflicts

.

Communications between a sector computer and a vehicle

may be reduced by providing command trajectories, which contain

all necessary routing and maneuvering information, prior to sector

entry. This was the approach employed here.

By avoiding internal queues and using forced exiting,

minimal trip-time delays and trip-time variance may be obtained

for the vehicles remaining under AHS operation.

Some vehicle fuel economy could be achieved by avoiding

slowdowns, an efficient choice of stream speed, and a conflict-

resolution strategy that minimizes the number of vehicles to be

maneuvered.

D. Sector Computer Hardware

The hardware efforts, which have dealt with systems-level

control, have been principally focused on the realization of a

sector computer which can be employed for the online control of

vehicles at the Transportation Research Center of Ohio (TRCO).

The selected computer, which is shown in Fig. 2-4, is comprised

of two primary units — a DEC PDP 11/03 minicomputer and special-

purpose hardware — and peripheral equipment which includes a

high-speed teletype, a paper tape reader/punch, a video terminal,
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2
and a disc system. In addition, transmitters and receivers are

included so that communication can be achieved between this com-

puter and both a regional computer and individual vehicles. Dur-

ing the past year, some interfacing between the various elements

within this computer and between this computer and its peripherals

was designed.

Note that the Special-Purpose Hardware is interfaced to

the bus through the memory blocks M1 and M2, which are each

comprised of 4096, 16-bit words. The two required interfaces,

which were implemented on a single, printed circuit board, are

similar and much of the circuitry is shared.

Presently, two peripherals are available — a DECwriter

and a paper tape punch/reader. The former is a keyboard/printer,

and it has been procured and the necessary interfacing provided.

The latter, which will facilitate the storage and loading of frequently

run programs, was assembled, and a simple parallel interface was

designed and built to connect this unit to the sector computer. In

the future, it may be desirable to include two more peripherals —

a CRT (video display) and a disc-operating system — to greatly

enhance the computers capability and flexibility. Both would involve

the design and construction of a DMA (direct-memory access) interface

2

A detailed description of this computer is contained in the interim
report "Fundamental Studies in Automatic Vehicle Control," dated

May 15, 1979 [21 ] .
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The communication link interface (which at this time is

not complete) is the subchannel 1 transmitter and receiver. This

link, which is described in detail in Reference 21 , provides tra-

jectory and routing information to each vehicle as it enters the

3
sector.

E. Sector Geometries

In order to complete the development of the sector con-

troller (i.e., the implementation of both the software and some

additional hardware), it was necessary to specify the sector geo-

metries, to be controlled. Two primary restrictions were involved:

1) the maximum number of vehicles that can be

controlled (which fixes the controlled mileage);

and

2) the maneuvering requirements which relate to the

merging and diverging of traffic.

Previously, the maximum sector capacity was chosen

as 256 vehicles, and the special-purpose computer was designed

(and partially constructed) to control up to this number [21] . If

the sector were operating at maximum capacity, the controlled

mileage (L) would be

3

Additional interfaces will eventually be required for a regional

computer receiver and adjacent sector-computer transmitters and
receivers

.
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256 Ht Vs (m)

where Vs is the stream speed in m/s . This mileage is fixed by

the minimum speed for which maximum-capacity operation is

desired.

If, as is the case here, L were selected as 3.43 km and

Hf- = 1s , then the maximum capacity of 256 vehicles would be

achieved for 13.4 m/s (30 mph) and would decrease to 128 vehicles

for V
g

= 26.8 m/s (60 mph).

In regard to maneuvering, the geometries must be select-

ed so that a variety of vehicle control operations could be perform-

ed over a wide speed range. These operations would include

i) vehicle entry and exiting

ii) the merging of two main lines of traffic at line speed,

iii) on-line maneuvering,

iv) constant-speed operation, and

v) responses to emergencies.

After a careful consideration of such factors and the

evaluation of many possible geometries, those shown in Fig. 2-5,

which comprise 3.43 km of roadway, were selected for implemen-

tation. One part of these geometries is comprised of an already-

instrumented section of the TRCO skid pad as shown in Fig. 2-6.

Also shown are the two required additions — a "real " addition

(consisting of a diverge, a parallel lane, and a merge) and a
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hypothetical addition (consisting of a diverge and a merge). The

latter would be computer generated and only exist in the computer's

memory (and be displayed on a video terminal if one were available).

Using this combination of real and hypothetical roadways, it

will be possible to demonstrate various high-capacity, vehicle-

control operations over a wide speed range.
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CHAPTER III

SECTOR-LEVEL COMMUNICATIONS

A. Introduction

One essential part of a sector-level control facility is

communications between the controller and each vehicle in the

sector. At present, it appears as if this function could be most

efficiently realized via an inductive link (e.g., inductive loops

embedded in the roadbed and transmitting/receiving coils on each

vehicle); however, during this study it was not possible to design

and install the necessary equipment at TRCO, especially that re-

quired in the 4-mile long roadbed. Instead, it was expedient to

employ an available RF system.

This system is comprised of "off the shelf" equipment,

manufactured by Electro-Mechanical Research Inc. (EMR), which

was originally designed for the simultaneous transmission of up to

21 frequency-division multipled (FDM) channels with relatively low

data rates (from 6 Hz to 2500 Hz). A typical application for this

equipment would be transmitting several channels of low-bandwidth

measurement data from a remote test site; i.e., an aircraft,

industrial machinery, etc. Since the equipment is not capable of

transmitting digital data at appreciable bit rates (the highest band-
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width channel can operate at a maximum of 2500 bits/sec) the

restricted bandwidths were a major design consideration in the

development of a small-scale link.

At present, three vehicles have been instrumented for

automatic control, and it was desired to effect two-way communi-

cations between those vehicles and the sector computer. In addi-

tion, it was desired that the selected approach be expandable so

that operations with more vehicles (e.g., 256 as suggested by

Takasaki [35]) could be simulated.

The data transfers which were chosen are composed of

the following messages:

1) Status Signals

Each vehicle transmits a status word every

.1 seconds. This word is composed of three binary

bits; 2 bits reflect the present state of the vehicle

(normal, failing but not severely, and failing

severely) and 1 bit indicates that a sector

failure has been detected. The vehicle status is

determined by the individual vehicle controller

which monitors both state-error signals and

various vital functions (e.g., differences beh/veen

planned and actual acceleration, velocity, and posi-

tion values and engine oil pressure).
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2) Emergency Commands

After receiving the status words (a total of 9

bits received, an emergency command is selected

for each vehicle. This command is a 2-bit braking

command transmitted to the vehicles affected by a

failure. When a vehicle receives this data, it

decodes the command and determines if it should

continue on its present longitudinal trajectory or halt

at one of two emergency braking levels.

For example, a typical control test might involve

three vehicles at small time headways executing a

series of move-up and move-back manuevers. If

any vehicle indicates that it is off course, the sector

computer would select a braking command for the

failing vehicle and the vehicles behind it. "Continue

normal" commands would be chosen for the vehicles

in front of the failing one

.

3) Normal Commands

The final configuration of this particular communi-

cation system does not allow for the normal command

transmissions. These are the subject of current

-j

Normal commands are those which define the vehicle's planned
course through the sector. These are transmitted prior to a
vehicle's entry into the sector.
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investigations which may lead to a set of normal

commands differing from those previously suggested

by Takasaki [35]. However, with the communication

system described here, the inclusion of any normal

commands will be a simple process — the highest

bandwidth FDM channel is reserved for normal

command transmission.

4) Time Base

The transfers of status signals and emergency

commands occur periodically and at a rate of once

every .1 seconds. These transmissions follow the

timing cycle shown in Fig. 3-1 . The transmissions

are time-division multiplexed (TDM). The time at

which each vehicle transmits and receives data is

defined by its current ID number and the elapsed

time since the beginning of the last .1 second cycle.

In this configuration, as opposed to an asynchronous

one, it is unnecessary to label each data word with

the ID number of the vehicle which transmits or

receives it — the order in which data is received

determines its source (or intended destination).

In reference to Fig. 3-1 the sequence of events is as follows:

Time ta is the beginning of the system cycle and, at this time,

the vehicle controllers sample both the state-error signals and
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various vital functions. By time t^, the vehicle controllers must

determine the status word that correctly describes these sampled

values . From time t^ to t the sector computer receives one

status word (3 bits) from each of the three vehicles. From t

to t . the sector computer decodes this information to determine

the operating condition of the sector, and then selects the

appropriate braking command for each vehicle. During the t.

to t time interval three emergency commands (2 bits each) are

transmitted to the vehicles. If a vehicle controller determines

that the vehicle must brake in response to an emergency command,

the braking occurs at time t-r . This cycle is repeated every . 1

seconds

.

B . Synchronization and Data Rates

The durations chosen for the t - t and te
- t . time

intervals (hereafter referred to a T— and T^- respectively) define

the bit rates and therefore the bandwidths required for the

communications that occur in these intervals. The bit rate for

the status transmissions is

(bits/sec) (3-1

)

TS

while that for the emergency command transmissions is

6

TS
(bits/sec) (3-2)

Several other factors should be considered before values of Tg

and Tgr are chosen.
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A requirement for any synchronous (or coherent) communi-

cations system is the availability of a stable reference frequency

for the demodulation of received signals. (A similar reference

frequency is also needed in a digital communications system.) This

2
frequency is used to clock data into or out of a shift register or

similar storage elements. This is of particular importance since

the concern here is with a digital link in which serialized binary

data is transferred.

Several methods have been developed to provide a reference

frequency. One involves filtering the desired frequency component

Qfrom the raw serialized data. In another method, the necessary

timing frequency is derived from a crystal oscillator located at

the receiver. Still another method involves transmitting a refer-

ence frequency with the data. Since an adequate number of FDM

channels were available in the EMR equipment, this latter method

was employed.

In a general application of this procedure, the sector com-

puter would transmit two timing frequencies fg and fE to each

2 This signal is usually a square wave at a frequency equal to

the serial data bit rate. It is used to synchronously deserialize
received data or serialize transmitted data.

g This filtering can only be done if enough signal energy is

available at that frequency, i.e. there is a high density of low-
to high and high-to-low transitions.
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vehicle. The frequency fg (equal to the bit rate of the status

transmissions) would be applied to the input of a shift register

to synchronize the output of serialized status, or in the case of

the sector computer, synchronize the input of serialized status.

The frequency fp (equal to the bit rate of the emergency com-

mand transmissions) would be used similarly in both the vehicles

and sector computer to clock emergency commands into or out of

a shift register.

Consider a situation where:

Mfs = NfE (3-3)

(M and N are any positive integers). This relationship implies

that the timing frequencies fg and fE are harmonically related to

some fundamental frequency equal to:

-% or £fs (3-4)M E N s

If condition (3-3) is satisfied, the sector computer need only trans-

mit one timing frequency

fT = Mfs = NfE . (3-5)

Vehicle circuitry can derive f<- and fF (shown pictorially in

Fig. 3-2) from f-p. Since satisfying (3-5) simplifies the system,

values for Tg and TE were selected according to this criterion.

With T~ = .06 seconds and TE = .02 seconds, the

status transmission bit rate is
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9 bits—

—

= 150 bits/sec.
, (3-6)

.06 sec ' v J

and the emergency command bit rate is

6 blts = 300 bits/sec. (3-7)
.02 sec

With these bit rates, only one timing frequency, f-p = 300 Hz

need be transmitted to the controlled vehicles . This rate is

within the capabilities of the EMR equipment.

C. System Configuration

The block diagram of the system incorporating the EMR

equipment is shown in Fig. 3-3. For sector-to-vehicle trans-

missions, three channels are used — each dedicated to the trans-

fer of a particular signal. One FDM channel provides a 1 0-Hz

signal to the vehicles. This signal consists of a pulse occurring

at the beginning of each Tc cycle and is necessary to coordinate

vehicle maneuvering. It is also used to preset the timing

circuitry at the beginning of each communications sequence. An-

4
other FDM channel is utilized for the 300-Hz timing frequency.

This frequency is used to coordinate the TDM transmitting and

receiving. Still another channel carries the serialized emergency

commands.

4
It is possible to derive this 300-Hz timing frequency from

the transmitted 10-Hz signal thereby eliminating the 300-Hz
channel. This may be done via a phase-locked loop multiplier.
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Only one FDM channel is needed for vehicle-to-sector status

transmissions and again these transmissions are TDM.

After the vehicle receives, demodulates and separates the

incoming signals, they are processed (as is discussed in the next

section) and applied to the timing circuit inputs. The processed

300-Hz timing frequency is applied to the input of a shift register

and clocks in the received emergency commands. A 150-Hz

timing frequency (derived from the processed 300-Hz signal) is

used to perform the parallel-to-serial conversion of the status

word.
The sector-computer timing circuitry uses these two fre-

quencies in a similar fashion — 300-Hz is utilized to serialize

the emergency commands and 150-Hz is used to deserialize the

received status signals.

The reception of a 10-Hz pulse from the sector computer

initializes the vehicle timing circuitry (see Fig. 3-4). The rising

edge of this pulse resets two counters which are driven by the

300-Hz signal. The outputs of these counters are decoded and

compared to the current ID number of the vehicle. More simply,

the timing circuitry counts 300-Hz pulses starting at the begin-

ning of every .1 second period. The combination of a particular

counter output and an ID number uniquely describes a time slot

where data is transmitted or received serially (see Fig. 3-1 for

the time slot designations).
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For example (see Fig. 3-5), a vehicle currently assigned

ID#2 transmits a status word from the 9th to 14th 300-Hz count.

During this time, the 150-Hz timing frequency is bypassed to the

input of a shift register which contains the current status word

(provided by the vehicle controller). The word is clocked out

serially on the next three 150-Hz positive edges that occur in

that time slot. A vehicle with ID#1 receives its emergency
5

command on the 23rd and 24th 300-Hz pulses.

The sector-computer timing circuitry operates in a similar

manner, but one level of decoding is eliminated (see Fig. 3-6).

This circuit need only input or output data on a particular 300-Hz

count making the ID decoding unnecessary. The sector computer

receives 9 status bits (see Fig. 3-5) from the 3rd to the 20th

300-Hz count, and the order in which they are received specifies

the vehicle ID number from which they were transmitted. From

the 23rd to 28th 300-Hz count, emergency commands (6 bits)

are transmitted to the vehicles

.

D. System Testing and Modifications

In any communications system, the effects of additive noise

on the detection process must be considered. With this in mind,

5
In actuality, the 23rd and 24th 300-Hz positive edges used for

this purpose are delayed somewhat to ensure that the serial

input to the shift register is stable.
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signal processors can be incorporated into the communication

system to reduce or eliminate undesirable effects. With digital

circuitry additive noise can cause false triggering and undefined

states in the logic gates. Regardless of the noise source,

given a large enough signal-to-noise ratio (S/ N) , noise effects

can be effectively eliminated without processing.

At the operating range of the EMR equipment (220— 260

MHz), line of sight must be achieved between the transmit and

receive antennas or a large signal attenuation will be experienced.

The result, of course, is a drastic reduction of the (S/N) ratio.

Unfortunately, line of sight could not be maintained on all parts

of the TRCO Skid Pad without erecting an unusually high antenna

mast. A smaller mast was permanently installed, but even with

its use there were still areas of the Skid Pad where the S/N

ratio was too low to ensure proper operation of the timing circuitry,

For this reason, it was decided that processing the incoming

signals would be necessary to eliminate detection errors and loss

of synchronization.

a) Timing Frequency Processing

To determine what processing was needed, the timing cir-

cuits were tested at TRCO with no signal processing and with

simulated inputs. The narrow bandwidth of the 10-Hz channel

6
The bandwidth specifications of each channel are shown in

Fig. 3-3.
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prevented any appreciable noise power from passing that dis-

criminator (the input stage of the discriminators is a band-pass

amplifier), and no false triggering of the 10-Hz pulse generator

was observed. Unfortunately, this was not the case for the

300-Hz channel.

The higher bandwidth of this channel resulted in a lower

signal-to-noise ratio (more noise power was passed through this

discriminator), and the higher noise levels caused false triggering

in the 300-Hz counters. This was eliminated by inserting a 4-

pole, active, band-pass filter on the output of the discriminator.

The choice of filter configuration was based on several

factors. It was desired to maintain a constant phase relationship

between the 10-Hz and 300-Hz signals to ensure proper sys-

tem operation . A narrow bandpass filter has a very

steep phase change near its center frequency, and this can be a

source of unwanted phase shift. Phase shifts could result from

either frequency drifts of the input signal (these are assumed to

be negligible), or filter component variations resulting in a change

of the filter characteristics. In this application, the latter effects

must be eliminated and, therefore, a filter whose characteristics

were relatively insensitive to the component variations was needed.

A biquad circuit satisfies this requirement, and a filter of this

type was designed. A schematic diagram of the circuit is shown

in Fig. 3-7 with the filter frequency characteristics shown in
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Fig. 3-8. With the use of this filter, the 300-Hz counting errors

previously observed in the vehicle tinning circuitry were eliminated,

b) Data Processing

The larger bandwidths of the emergency command and

status channels caused a large reduction in the S/N ratio where

line of sight was not achieved. A method was required to elim-

inate the possible detection errors caused by the noise.

In any digital system it is desired to maximize the peak

pulse power (information) in the presence of additive noise in

order to aid the detection process. To do this, the signal plus

noise (assumed white) is passed through a linear, time-invariant

filter. The optimum filter for this purpose is a matched filter

[36], and has the impulse response and transfer function:

Kt) = kf*(tm - t) (3-8)

~J wtm
H(OJ) = kF*(co)e (3-9)

where f(t) is the input signal, F(co) is its Fourier transform,

tm is the best time to observe the output, k is an arbitrary con-

stant (assumed to be 1 for convenience), and the asterisk indi-

cates the complex conjugate.

The realization of a matched filter for an incoming pulse

train is quite simple. Consider the rectangular pulse waveform

shown in Fig. 3-9a. The matched filter impulse response is

given by:
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ff(t)

a)

b)

Fig. 3-9. Matched filter response for a

rectangle pulse

R

=FC

T L
vc

Fig. 3-10. Integrate and dump filter
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h(t) = f(T-t) = f(t) (3-10)

so that Fig. 3-9a also describes h(t). The convolution of h(t) and

f(t), the matched filter output, yields the triangular waveform

shown in Fig. 3-9b.

The linearly increasing portions of this waveform (t < T)

can be realized by integrating the pulse input. The result (the

filter output) is sampled at t = T, when this output is a maximum,

and then the integrator is reset (dumped). In effect, the trailing

portion of the filter output, which occurs for t > T, is ignored.

A simple circuit to accomplish this integrate-and-dump filtering

is shown in Fig. 3—10.

For RC »T, the circuit acts like an integrator on the pulse

waveform . The output V (t) is sampled at t = T and then the

capacitor is shorted momentarily to reset the integrator ( VQ(t) =

). Examples of input-output waveforms are shown in Fig. 3-11.

Note that synchronization is required for the sampling and reset

operations.

Filters of this type were designed for both the emergency

command channel and the status channel. The synchronization

necessary for the sampling and reset operations was achieved by

deriving the appropriate sampling and reset signals from the 300-

Hz timing frequency.
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Fig. 3-11. Input-output waveforms

Path of

embedded wires

Fig. 3-12. Geometries of TRCO skid pad
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E. Field Test Evaluation

The communications system was tested at TRCO by evalu-

ating the transmissions between a base station, which was located

at the sector control facility (see Fig. 3-12) and a vehicle being

driven over the skid pad. Only one vehicle was employed because

of equipment limitations. An evaluation of the observed perform-

ance showed that:

a) Continuous synchronization between the vehicle

and the sector computer was maintained even

in those areas where the S/N ratio was low;

and

b) Reliable, error-free transmission of data was

achieved from all locations on the skid pad.

It should be noted that, regardless of the S/N ratio, some prob-

ability of a detection error exists. With suitable processing, it

is possible to reduce the probability of an error to a very small

number. However, there is always a chance that a received signal

will be detected improperly. This must be remembered when

designing overall system operation procedures.

7 AA detailed account of this effort is contained in Reference 37.
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CHAPTER IV

A TWO-FREQUENCY RADAR FOR USE IN

PASSIVE LATERAL CONTROL

The success of the wire-following approach to vehicle

lateral control has been well documented [15], [21 ] . The

approach, however, requires actively-excited, roadway-based

elements to provide the necessary lateral position information to

the controller. As recently indicated by Saxton [ 38] , the use of

"passive" (all active elements are onboard the vehicle) sensors to

provide this information greatly improves the feasibility of imple-

menting the AHS . The results of the design, construction, and

testing of one such passive sensor are reported in this chapter.

There are many ways of implementing a passive sensor for

lateral distance measurement. Most would rely on the generation

of a signal on board the vehicle and its transmission and subse-

quent reflection off a sidewall reflector . The signal returned to

the sensor would be processed to determine the distance between

the vehicle and the reflector. The distance information would be

contained — in some manner — in the time delay between trans-

mission and reception due to the finite speed of the signal

.
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Acoustic or optical signals could be used. However, the

dependence of the speed of sound on the temperature of air would

greatly decrease the accuracy of the sensor unless some means

were provided to compensate for the environmental conditions

present in the highway application. Any opaque obstruction — such

as dirt, mud, or snow — that might form on the output port of the

device would completely terminate its operation.

Conventional electromagnetic methods appear to be the most

feasible. Essentially, an ultra-short-range radar operating at

frequencies that are unaffected by changes in the environment is

needed. The general configuration is shown in Fig. 4-1. The

parameter RQ will be used to represent the desired lateral posi-

tion of the vehicle as measured with respect to the side-wall

reflector. The actual position will be denoted by d.

When implemented and deployed on a controlled vehicle, an

ideal radar would measure the distance d. With a knowledge of

R , an error signal would be generated and supplied to the con-

troller which would act to maintain the vehicle at RQ . Perturba-

tions in position about R are to be expected due to random

external forces acting on the vehicle.

Ideally, a radar used for lateral position measurement should

be able to accurately and unambiguously determine lateral distances of

d = RQ + (AR/2) . (4-1)
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lane center.

center of vehicle

N
< '

radar unit

d

R,

.j

Fig. 4-1. Geometries for a passive lateral position sensor.
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The parameter A R will be referred to as the operating region of

the radar (Fig. 4-2). Since R is the desired position of the

vehicle, the error signal input to the controller will be propor-

tional to d - RQ . Obviously, AR must be large enough to include

all expected -lateral deviations of the vehicle — with some margin

for error.

Since AR will usually be small compared to the desired

position, RQ can be used to indicate the operating range of the

radar. In normal applications RQ will be less than 2 or 3 meters

— depending upon the configuration of the highway. However, in

lane changing operations a range of 8 meters or more might be

required.

It is instructive to compare the operating philosophy of this

passive radar approach to the active wire-following method. The

reference for the wire-follower is a conductor buried along lane-

center. Thus, the desired position is effectively RQ = 0. Any

deviations from lane center result in an error signal.

For the wire-follower of Olson's [15] , the maximum devia-

tion that can be accomodated is A R/2 = 12.5 cm. For a well

designed controller [21 ], this has proven to be more than ade-

quate. The accuracy of the wire-follower is essentially + 0.64 cm

This too has proven to be quite adequate for the controllers tested.
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lane center

a

AR

Fig. 4-2. Illustration defining the operating region, AR, and the

operating range, R , of a passive lateral position sensor
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Since the operating specification of the sensor is a function

of the controller used, it is convenient to insist that any passive

radar device be able to determine lateral deviations to the same

accuracy and over the same operating region as the wire-follower,

A device having a performance degraded from this would have to

be tested in conjunction with a given controller to see if its per-

formance is still adequate. Thus, for the present, we shall

specify that the passive radar system have an accuracy and

operating region equal to that of Olson's wire-following system.

Its range should be between and 3 meters.

Many conventional radar systems we re examined and the

following are a few of the more promising systems that might be

utilized as a passive sensor:

1 ) A continuous-wave (CW) radar

2) An AM-CW radar

3) A two-frequency radar

4) A two-frequency, Doppler radar

5) A FM-CW radar

6) A short-pulse, baseband radar.

CW radars are the easiest to implement. A single sinusoid

of radian frequency oo is generated and transmitted. Distance is

determined from the phase difference between the transmitted and

received signals that occurs due to the finite propagation time o/
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the transmitted signal. However, the measured phase can only

be determined within + 1 80° . Since a total round trip path of a

wavelength, X, will introduce a total phase shift of 360°, the

maximum unambiguous range, dmax , that can be determined by

the radar is

dmax 1 V2 (4-2)

where X = 2 ttc/co and c is the velocity of light.

Thus, a wavelength of approximately 4 meters would be

needed for Rn = 2 meters. Unfortunately, at this frequency, the

size of the antenna (for a reasonably directive beamwidth) is

quite large. At shorter wavelengths the antenna could be smaller,

but the range would be ambiguous.

The AM-CW radar overcomes this ambiguity problem . It

determines range by measuring the phase difference between the

amplitude modulation of the transmitted and echo signals. Here,

the range is a function of the modulation frequency and the antenna

size is a function of the carrier frequency. Nilssen and Boyer

[39] describe such a short-range radar which operates over a

range of to 15.24 m with a maximum error of 15.24 cm. The

modulation frequency was 20 MHz.

1

The two-frequency radar is similar to the AM-CW radar.

It utilizes the phase-difference of the difference-frequency signals

1

An AM-CW radar with suppressed-carrier is a two-frequency radar.
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to obtain a distance measurement. This difference-frequency

determines the maximum unambiguous range.

The two-frequency, Doppler radar offers another approach;

however, the vehicle must be moving laterally to obtain a distance

measurement. Its main advantage is that the phase measurement

can be made at audio frequencies

.

A conventional FM-CW radar cannot measure very close

range with the needed resolution. A modified form of the FM-CW

radar was developed by Marukawa and Namekawa [ 40] . Their

system measures short distances with the accuracy equal to

approximately one-half the carrier wavelength.

Another clever scheme for measuring short distances is

described by Nicolson and Ross [41 ] . In their paper on short-

pulse, baseband radar, they achieved resolutions less than 30.48

cm for distances of 15.24 m. Their method uses very few micro-

wave components, and is quite cost-effective.

After a detailed examination of the characteristics of these

radar systems, both the two-frequency and the AM-CW radars

seemed to show the most promise for the automated highway

application. Because of the initial availability of equipment, the

two-frequency radar was chosen for a more detailed study and

eventual full-scale implementation. Specifically, the necessary

design equations were derived assuming ideal conditions. Some
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analysis was devoted to analomous situations such as the effect of

leakage signals on the radar performance. A prototype was con-

structed using available laboratory equipment to validate some of

the initial conclusions on the radar operation. On the basis of

these results, a special purpose two-frequency radar was designed

and constructed for a particular vehicle-guardrail configuration.

The final implementation was then tested in full-scale operation on

a controlled vehicle.

A. Theory of the Two-Frequency Radar

Two approaches for implementing the two-frequency radar

were examined. The major difference is in the detection process

— i.e., the method of obtaining the signals to be input to the

phase measuring device.

a) System I

Here three sinusoids

V.,00 = A cos w t (4-3)

V2 (t) = A cos o)gt (4-4)

V (t) = A cos w_t (4-5)
o o

are generated. The frequencies are related by

f
1

= f
2

- Af (4-6)

and

f
3

= f
2

+ Af . (4-7)

The spectrum is shown in Fig. 4-3.
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The transmitted signal V. consist of the upper two frequencies;

specifically

v
t
(t) = A cos co

2
t + A cos w t . (4-8)

The returned signal V is attenuated and delayed in time; i.e.,

—

V = OL A costo
2

(t-T) + a A cos COg (t-T) (4-9)

where a. is the attenuation factor and T is the round trip time delay,

T = 2d/c (4-10)

The received signal can be mixed with V.. (t) to yield

o
V = aA [cos to t cos co

2
(t-T)] +

aA2 [costO t COS tOg(t-T)] (4-11)

and also mixed with V (t) to give

V = aA2 [cos to
2
t costo

2
(t-T)] +

2
a A [pos 0)pt cos tOg(t-T)] (4-1 2)

Using the trigonometric relationship

cos a cos fi
= % cos (a-j8) + '4 cos (a+ 0) (4-13)

and expanding the expressions, one obtains the following signals

at the output of each mixer:

(4-1 4)

Vd
aA2

COS ((W
2
- top t- WgT

J

+ COS I (tO
2
+ tOpt-^T

+ COS I (tOg-tOpt-tOgT I + COS I (tOg+ tOpt-tOgT
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and

V.
ttA'

d COS COgT + COS (2C0
2t

- MpT) +

COS / (£03-OJ2
)t - COgT ) + COS ((COg+CO^t- COgTJ

(4-15)

With proper filtering to eliminate frequency components such as

COg+o^, 0i2 + Ui^ t 2C0
2 , w

3
- w

i»
w3 + a)2' and D0, the

signals reduce to

and

V
c2

a A
COS (A CO t - CO T )

2 2 J

i~- cos (A cot - C0o T),
2 d

(4-16)

(4-17)

The phase difference A(p between the two signals is

A cp = (co
3

- co
2
)t = A COT. (4-1 8)

Since Aco = 277Af and T= 2d/c, then

A<p =
477 Afd

(4-1 9)

and it follows that a phase measurement will be proportional to

the distance the signal travels:

d =
c A<p

477 Af
(4-20)

A block diagram of the radar is shown in Fig. 4-4 where

the frequencies of the signals at various points are shown.
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b) System II

In the second approach, the transmitted signals con-

sist of the highest and lowest frequencies rather than the upper two,

As will be seen later, this affects the detection process.

The transmitted signal is

V (t) = A cos CO.jt + A cos 60
Q
t . (4-21)

The received signal at the antenna now becomes

V ft) = V + V (4-22)

where

V = a A cos C0
1
(t - T) (4-23)

1

and
V = aA cos co^(t-T). (4-24)

2 °*

It is assumed that V and V can be separated by narrow band-
r

1
r2

pass filters. Each can then be mixed together to yield

2
(«A)

V = -
c

cos I (cOg-copt - (a>
3
- cc^tJ +

(4-25)

cos f (a>
3
+ topt - (co

3
+ w^t)

With another narrow bandpass filtering process passing only the

60 - co frequency, the signal
o

(aA)2

V = cos (2 A 60 1 - 2 A 60 7) (4-26)
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can be obtained where 2Aco = co3
- co. and Aco = coq

- ol .

A reference signal can be generated by frequency doubling

the modulation signal, Af. This gives

V
ref

= A
ref

cos (2Acot) (4.27)

Obviously, the distance information is contained in the phase shift

of V with respect to the reference signal . This phase difference

is

A<p = 2Aa)T. (4-28)

Again, since Aco = 2fl"Af and T= 2d/c, then

Afd
A(p = 877 (4-29)

c

and it follows that

A(pc

8 7rAf
(4-30)

A block diagram of this radar system is shown in Fig. 4-5,

and the frequencies involved are shown at various points in the

diagram

.

There is not a great difference between the two methods of

implementation. System II has the advantage that one of the

signals to the phase detector will be of constant amplitude which

could aid in the detection process. However, it has the dis-

advantage of requiring a microwave amplifier to bring the returned

signals up to the proper level for mixing, and microwave ampli-

fiers are expensive.
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Fig. 4-5. Block diagram of System II
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Because most of the components for System I could be

obtained either from the available FHWA equipment or from the

OSU ElectroScience Lab, this was the system chosen for imple-

mentation. Consequently, only System I will be discussed here-

after.

c) System Parameters

The modulation frequency determines the maximum

unambiguous range. Since the phase difference can only be

measured within + 180° or 27T radians, the maximum distance

that can be determined unambiguously is

cA <p c(2 if) AX
d = — = ——- = (4-31

)

max * a
4 TrAf 47TAf 2

where A X is the wavelength of the modulation frequency. This

relationship is illustrated in Fig. 4-6.

The modulation frequency also determines the theoretical

r.m.s. range error fid with which the two-frequency radar can

measure distance. It can be expressed as

6 d = — (4-32)

47fAf(2S/N)^

where S is the energy contained in the received signal and N is

the noise power per cycle of bandwidth. The derivation of (4.32)

is given by Skolnik [42].

The result, (4-32), indicates that the greater the modulation

frequency, the less will be the r.m.s. error. However, the
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Fig. 4-6. Modulation frequency vs. maximum unambiguous range
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frequency cannot be made too large if unambiguous measurements

are to be made. Thus, the selection of the modulation frequency,

Af, represents a tradeoff between the requirements of accuracy

and unambiguous distance measurement. Two cases can be con-

sidered:

a) the vehicle operates within the unambiguous

range — low Af, and

b) the vehicle operates outside the unambiguous

range — high Af.

If the radar is operated within its unambiguous range — the

situation is depicted in Fig. 4-7 — the phase measurements

will produce the absolute distance between the radar and reflector.

For example, suppose R = 2m is desired. If we select Af =

60 MHz, then d = 2.5 m from (4-31). Using R = 2m in
' max v J 3 o

(4-1), we find that the operating region A R is 1 m. For an rms

range error of 0.5 cm, a S/N ratio of 35 db would be required,

(4-32).

In contrast, consider operation outside the unambiguous

range. The phase measurement will only produce the position of

the vehicle relative to some fixed distance R . , i = 1 , 2, ... .

Each value of R . is an integer multiple of AX/2 — see Fig. 4-8,

For example, if Af = 300 MHz , then AR = 0.5 m and R
Q

=

0.25 m, RQ2 = 0.75m, RQ3 = 1 .25 m, etc.

-70-



c
o

I
D
"O
O

S"
C
o
D
C7
CD

V

a
c
o
•H
+J
3

L
+->

CO

CD

CO

(0

a

a

I

CD
•!-

LL

2
V)

-71-



ir —-/

o
(V —
IX. —^^

ro
o .

o:
Lk.
<

i

0)
to o
o O
.c (X)

°- .+
^ i

•>

o
O
00

4-^ i

<D
'

c
o
+J
(0

3

E

o
c
CD

D
cr
<D

£.
4-

I

-C

a
c
o
+J
D
jQ
•»-

L
-M
10

CO

(0

.c
Q.

•r-"

-M
(da
if)

CO
I

^1"

U)
•r-<

IL

C
o

-72-



The advantage of operating outside the unambiguous range is

that the required S/N ratio for a given 6d is less because Af is

larger. For 6d = 0.5 cm a S/N ratio of only 21 db would be

required in contrast to the 35 db ratio needed when operating

inside the unambiguous range. The disadvantage is that absolute

lateral distance cannot be measured. The vehicle must be placed,

on entrance to the guideway, at some fixed value of RQ . . The

important system parameters are listed in Table 4-1 for the

choice of Af = 60 MHz and 300 MHz.

The sizes of the antenna and reflector required are deter-

mined by the carrier frequency. X-band frequencies appear to be

a logical first choice for two reasons. Antennas having reasonable

directivity are of moderate size suitable for mounting on a vehicle.

Also, the band is well used and the necessary components are all

available "off-the-shelf"

.

While the previous discussion of the radar's operation involved

a single antenna with circulator, it was discovered that for adequate

suppression of leakage signals a circulator with more than 50 db

of isolation would be needed. Such circulators are not readily

available. In the remaining part of the study, the dual-antenna

approach was used.
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S . The Laboratory Investigation of the Two-Frequency Radar

The two-frequency radar was implemented with two different

modulation frequencies (Af = 60 MHz and 300 MHz) and was

tested under static conditions in a laboratory environment. The

full-scale field tests conducted at TRCO will be reported in Section

C of this chapter.

The first model, a 8.4 GHz prototype, was constructed from

the available waveguide components on loan from the OSU Electro-

Science Laboratory and the Federal Highway Administration. The

model was quite large, required various laboratory-sized power

supplies, utilized a Klystron source and operated with a modula-

tion frequency of 60 MHz.

The second model, a 10.5 GHz radar, was designed for a

modulation frequency of 300 MHz and constructed in microstrip

form. It required a 15 V power source and used a Gunn oscillator

to obtain the microwave signal. The unit was very compact and

could be mounted on a vehicle to demonstrate its operation in a

full-scale situation.

The two radars were tested in an indoor laboratory environ-

ment under similar conditions to illustrate the differences associa-

ted with different modulation frequencies. In both cases, it was

found that leakage was the major problem for this particular

radar configuration. Unwanted signals from the transmitter
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section combined with the desired signals in the receiver. The

leakage was noted in both prototypes and was the dominate factor

contributing to the error in the measurement of lateral distance.

A theoretical model was found to explain how the unwanted signals

affected the sensor performance. The theoretical analysis and

experimental tests showed that the amount of desired signal

compared to the leakage signals (which can be called a signal-to-

"noise" ratio — S/N ) is directly related to the measurement

error as indicated by (4-32).

a) Effects of Using High and Low Modulation Frequencies

To determine whether a low or high modulation frequency

should be used, an experimental investigation of the two-frequency

radar at Af = 60 MHz and 300 MHz was conducted using the two

prototypes. Fig. 4-9 is a diagram of the indoor test configuration.

Instead of moving the radar (such motion would occur if the sensor

were mounted on a vehicle), the reflector was moved. This

arrangement was necessary due to the large size of the 8.4 GHz

prototype. The position of the reflector plate was controlled by

a servo-motor. The measured phase, A<p, which corresponds to

the lateral distance (4-19) is plotted against the actual lateral

distance, d, obtained via the "follow-up" potentiometer.
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Figs. 4-10 and 4-11 are photographs of the laboratory con-

figuration using the 8.4 GHz prototype. For comparison of

physical size, Fig. 4-12 is a photograph of the 10.5 GHz radar.

The detailed block diagrams of the two radars are shown in

Figs. 4-13 and 4-14. A HP-8405A vector voltmeter was used as

the phase detector.

Experiments were performed to evaluate the performance

characteristics of each radar. Figs. 4-15 and 4—16 show typical

results using each prototype under similar conditions

.

With Af = 60 MHz (Fig. 4-15), each centimeter of distance

should correspond to 1.44° while with Af = 300 MHz (Fig. 4.16)

this changes to one centimeter per 7.2 . Comparing the two

results, one notes that the maximum uncertainty in the measured

phase for each was:

+ 4° for the 8.4 GHz radar, and

+ 2.4° for the 10.5 GHz radar.

The increased phase-measurement accuracy for the 10.5 GHz is

attributed to the use of components ordered to desired specifica-

tions as opposed to the 8.4 GHz prototype wherein components

with marginal specifications were used simply because of their

availability.

However, even if the phase-measurement accuracy were the

same, the distance measurement uncertainty would be better by a
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Fig. 4-15. Measured phase shift vs. lateral distance using the

8.4 GHz radar (Af = 60 MHz).
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240^

1.25 1.35 1.45 1.65 d(m)

Fig. 4-16. Measured phase shift vs. lateral distance using

the 10.5 GHz radar (£f = 300 MHz) .
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factor of 5 due to the difference in modulation frequency. For

the results shown, the measured uncertainty in phase translates

into the following uncertainty in distance :

+ 2.78 cm for the 8.4 GHz radar, and

+ 0.33 cm for the 10.5 GHz radar.

This decreased uncertainty is dramatically illustrated by the two

figures (4-15 and 4-16) because the vertical axis scales (in degrees)

were chosen to be approximately the same in terms of lateral

position.

Since the higher position accuracy is very desirable in a

steering application, Af was selected at 300 MHz for use in the

microstrip prototype.

b) Theoretical Model for the Effects of Leakage

The main cause for the inaccuracy in the measurement

of position is the introduction of unwanted signals at the mixers of

the radar. There are various paths which these undesired signals

can follow to combine with the desired signal. Figure 4-17 shows

the major leakage paths in the 10.5 GHz prototype. They are:

1) The transmitted signals crossing directly

over to the receiver via the antennas,

2) the transmitted signal reflecting off other

objects rather than the reflector,

3) the L0 signal, 10.5 GHz, crossing over to

mixer #1 via the RF port,
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4) the LO signal, 10.2 GHz, crossing over to

mixer #2 via the RF port,

5) the transmitted signal, 10.8 GHz, leaking back

into the LO port of mixer #2, and

6) the modulation frequency, 300 MHz, leaking

over to the mixers via the power leads.

Theoretically, each of these undesired signals influence the

composite signal; however, as a simple but realistic model, the

signals at the input of the phase detector can be expressed as

v = a cos A cot + A cos (A cot - co2t) (4-33)

v, = cos A cot + A cos (A cot - co2
r) (4-34)

where

and

a. = amplitude of the resultant undesired signal

obtained in mixer #1

,

/3 = amplitude of the resultant undesired signal

obtained in mixer #2,

A = amplitude of the desired signal.

A mathematical analysis of the six undesired signals combining

with the desired signals would reduce to forms similar to (4-33)

and (4-34).

Without leakage, the input signals at the phase detector

would be
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v = A cos (A co t - co T) (4-35)

and
v = A cos (A cot - co t) . (4-36)
2 3

The phase difference would be

Acp= - CO T - (- CO T) = Acor (4-37)
^ o

which equals

47rdAf
Acp = • (4-38)

Note that (4-38) is the same as (4-19). Now if Af = 300 MHz,

the phase measurement would represent the actual distance between

antennas and the reflector. Figure 4-18 shows this ideal case. As

expected, a straight line with a slope of 7.2° /cm results.

With leakage included, the calculations of the phase difference

is most easily performed if the signals are converted to phasors.

The phasor representations of (4-33) and (4-34) are

. -J COoT J(pi= a + Ae 2 = Be '

1

and

V = a + Ae ^ = Be ' (4-39)

-jC03 T jcp
2

V = j8 + Ae = Ce . (4-40)

After some trigonometric manipulation, the phase difference

becomes
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Aco = co - <p

tan
-1

A sin A co r + a sin C0gT -
f$ sin co^T

1

' ""
~n

~^~
A cos Acot + acos co r + £ cos co t +

(4.41)

To illustrate the effects of leakage, two cases will be considered:

1) Leakage from one component only; i.e. —

A = 1 .0

a

= 0.1

=

and
S/N = 20 dB

2) Leakage from both components

A = 1 .0

= . 05

a = o . 05

S/N = 20 dB

1 . Case I — One Leakage Component Only

With one leakage component, the phase difference,

(4-41 ) becomes

-1

where

A cp = tan

r = 2 d/c

sin A tor - 0.1 sin co T

COSACOT + 0.1 COS (jO^T

(4-42)
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The calculated phase versus distance is shown in Fig. 4-19 for

Af = 300 MHz and f
2

= 10.5 GHz. Note the effects of the unwanted

signal. The undesired component causes an uncertainty in measure-

ment of + 5.8° or + 0.8 cm. Here, the r.m.s. error, 6d =

0.57 cm and the peak error, 6d =0.8 cm. These values are in
P

full agreement with (4-32).

For a better understanding of this leakage problem, a

phasor diagram can be used. Figure 4-20 shows V. and V on

such a diagram. Here,

* jw2T
Ve =1 (4-43)

j 0£T
that is, all phasors are referenced to the e term. Thus,

A jW
2 T jO>

2
T -JACOT

Ve = 0.1e + e . (4-44)

The undesired component adds or subtracts from the desired com-

ponent and makes 35 revolutions for a change of 0.5 m of distance

whereas the desired phasor only makes one revolution (w T =

[252.0°/ cm ]d and Acor = [7.2° /cm ]d for Af = 300 MHz and

f = 10.5 GHz).

Figure 4-21 is the measured phase shift vs. lateral distance

of the reflector as obtained under experimental static tests. Com-

paring the two results (Figs. 4-19 and 4-21), one notes the follow-

ing similarities:
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Fig. 4-19. Theoretical results for Case I where S/N = 20 dB
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Imaginary

uij*-=252fcrtd

Real—

Fig. 4-20. Phasor diagram of V., and V2 with V
1

as the

reference phasor.
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Fig. 4-21. Measured phase shift vs. lateral distance (20° B.W

antennas and 1m x 1m screen wire reflector).
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i) 6d are approximately equal (0.8 cm for

the theoretical result and 0.9 cm for the

experimental result),

ii) The average slopes are identical, 7. 2°/ cm.

iii) Unwanted oscillations have the same

"wavelengths" — approximately 1.5 cm.

2. Case II — Two Leakage Components

When both leakage components are included, the phase

difference for the specific parameters chosen becomes

sin Acot + 0.05 sin 0) T - 0.05 sin ud n r
a -1 o 2
A(p = tan

cosAcor + 0.05 cos co
2
T + 0.05 cos COgT + 0.0025

(4.45)

A plot of A <p versus d is shown in Fig. 4-22 for Af = 300 GHz,

fp = 10.5 GHz, and fg
= 10.8 GHz. With two leakage components

present, the possibility of destructive interference between the two

exists. At various points of the phase-distance curve, the two

components cancel each other and a straight line results.

Figure 4.23 is one such experimental result. A comparison

of Fig. 4-22 and 4-23 illustrates that both components must, in

general, be accounted for to explain the observed results.

Having an analytical moael to predict the effects of leakage

does not, in itself, result in the reduction of its effects. However,
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Fig. 4-23. Measured phase shift vs. lateral distance ( 20°B.W,
antennas, and 1m x 1m screen wire reflector).
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it was found that the interrelated factors influencing the amount

of externally generated leakage entering through paths 1 and 2

shown in Fig. 4.17 were:

1) position, h, of the antennas above ground,

2) spacing, s, between antennas,

3) beamwidth , BW,

4) the range of operation, R , and

5) the size and type of reflector.

An extensive discussion of the resulting peak-position-error 6d

as these parameters were varied over reasonable ranges can be

found in [43] and is not repeated here. In summary, it was

determined that under ideal static conditions and with the use of

20 db isolators in paths 3, 4, 5, and 6 (see Fig. 4.17) to

reduce the internally generated leakage, 6d could be kept below

0.5 cm. The appropriate values of the geometric parameters

were
0.5 m < h < 1 .0 m

s = 11.5 cm

.

BW = 20°

.8 m < RQ < 2 m.

and a .7 m wide, flat, metallic reflector (aluminum) was used.

The corresponding factors in the full-scale, vehicle-mounted radar

tests were chosen as close as possible to the above values or

range of values

.
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C. Full Scale Studies

A specially constructed reflector wall, 152 meters in length,

was built at TRCO for the purposes of dynamically testing the

10.5 GHz prototype in an automatic steering application. The

wall was constructed parallel to an existing embedded conductor

so that a comparison between the performance of the wire-following

system and the radar system could be made.

The reflector wall consisted of a 0.71 m wide wire screen.

The screen was used rather than a solid plate because of the

possibly excessive wind loads that could occur due to high winds

in this region of the test track. A cross-sectional and front view

of the wall is illustrated in Figs. 4-24 and 4-25.

The radar was mounted 85 cm high on the front of a 1 965

Plymouth sedan near the side closest to the wall. Figures 4.26

and 4.27 show the sensor's mounting arrangement. Amplitude and

phase sensors were used to detect the embedded, current-carrying

conductor. The antennas were outboarded by about 60 cm from

the vehicle to achieve sufficiently large signal return. Here, RQ =

1.4 m. This configuration is shown in Fig. 4.28.

The wall was placed as parallel as possible to the embedded

wire; however, an uncertainty of + 0.9 cm still exists between

the two. Figure 4-29 shows the profile of the 152 m structure

-100-



7

embedded wire

\

wooden planks

Jf^-screen wire

—sign posts

42cm

7—/•/ /—7—7—7—/ / /—7—7~~7

2.72m—

7—7—/ / / /

Fig. 4-24. Cross-sectional view of reflector structure.

wooden planks 7i«n

_a_ XL L
/" posts

screen

1
42cm

I7—7-7- 7 7 7—7-^7

—

7 7 7 7"—

7

7 > 7—

7

k 2.44f
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and the slight irregularities. This profile was determined by

taking measurements every 15 cm along the track using the wire

as reference.

In construction, the screen was kept taut in order to form

a flat, rigid reflector. It was expected that air would easily flow

through the screen and no heavy wind loading would occur. How-

ever, over time the wind did deform the reflector. Eventually,

the wire screen was able to move back and forth under wind action

Its precise position at any given time depends upon the environ-

mental conditions; however, it's motion is constrained to a few

centimeters.

This relaxation and distortion of the screen reflecting wall

introduced some unexpected problems in the operation of the radar

sensor. In theory, if the reflector moves back and forth only a

few centimeters (as shown in Fig. 4.30a) only a slight perturbation

in the phase indication should result. However, the screen is

ricjidly attached to the two parallel wooden planks on the upper and

lower portions of the fence (see Fig. 4.25). When the screen is

slack, only the middle portion is able to move under wind loading

as depicted in Fig. 4.30 b and c. Both configurations occur

randomly as the wind changes . Because of the focusing and

defocusing effects, large, random changes in the received signal

amplitude occurs and the phase meter is often unable to measure
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reflected rays

impinging rays

r<*-

a) parallel motion of the reflector

<-

b) concave outward distortion

c) concave inward distortion

Fig. 4-30. Geometrical optics analysis of reflection from a

distorted reflector.
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the phase — a condition referred to as "dropout".

Examples are shown in Fig. 4.31. Here the vehicle was

accurately controlled using the wire-following sensor and a

recording of the radar's measurement of lateral position was

taken. Note the large swings in the "apparent vehicle position"

even though no actual lateral motion of the vehicle occurred.

In spite of this undesirable property of the reflecting wall,

a series of dynamic tests were conducted to access the radar

performance. Eventually, however, the screen deteriorated to such

an extent that it was unusable. In the last month of the contractual

period, the entire wall was modified and the tests were partially

repeated. Both sets of results are included in the following

sections as well as a description of the modified reflector used

in the later tests.

a) Comparison of the Lateral Sensors Using

the Screen Reflector .

A comparison between the performance of the phase

sensor, the amplitude sensor, and the radar sensor was made at

two velocities — 3 m/s and 1 5 m/s — using the original screen

reflector. The specific controller used was designed by Cormer

[44] . The outputs of each sensor were uniformly scaled so that

any sensor output could be used as an input to the controller.
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1 . Sensor Accuracy .

For comparison of the accuracies of these three sensors,

consider the quasi-static results shown in Fig. 4-32. The three

devices were activated simulatneously with the vehicle stationary

at one point on the test track. The vehicle was then steered

slightly off center while remaining almost exactly at the same

longitudinal position.

The analog output of the amplitude sensor is highly accurate

when no steel reinforcing is present — as at TRCO. Thus, this

signal is assumed to be a true measure of lateral error. Due

to its discrete nature, the phase sensor indicates position error

to within + 0.64 cm. The output of the radar sensor clearly

follows the same general trend as the outputs of the active sensors

but the signal is contaminated with an oscillatory component due to

the internal leakage of various RF signals within the radar

(Section B). The corresponding peak uncertainty (as determined

from Fig. 4-32) is 6d = 0.63 cm.

2. Low-Speed Tests

The vehicle was first controlled by the amplitude sensor,

at 3 m/s, and the outputs of both the radar and amplitude sensors

were recorded. A typical result is shown in Fig. 4-33. The

amplitude sensor/controller combination was able to maintain a
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Fig. 4-32. The output of the three position sensing devices at

one point on the test track.

-110-



§

1'

9-11—

1
T

i

i v

<0
c
•r-

«/>

e

to
o
Q.

i-

o
(A
c

4-

*
<o

2
fc4J
</>

T3 C
C <D

(0 (/)

i- d)

o -o

2^
0) £
w a

T3 *

5 Q)

5
°
,_>

0) (0

5 §,
•l-»

>> 0)

.Q
<D

0) ^
c „
3 £>
<n -Q

«S -r.

v V,

£2
,« o
9 t-

<e (0 4->

c c
CT> <D O^ O O
t/> c
i- ^ (0

s •2 S
J- T3
0) 0)

o—

s

c m Oo
?!cM
fc

>

o *-«
a.

fe -c

I.

o
«/>

c
a»
«/>

o

a) p

en o
o <Q

a
§

^ w
f0

L i.

CD ft)

* fO

J J.

CO
CO
I

IL

CO

-111-



peak-to-peak position error deviation of less than 1.0 cm. Here,

the peak-to-peak position error deviation will be denoted by A3f

and referred as the tracking accuracy.

Assuming the output of the amplitude sensor is a true indi-

cation of the vehicle's position error and, since the radar antennas

are firmly mounted on the vehicle, the actual deviation of the

antennas can be no more than 1 cm . Yet, the deviation as

indicated by the radar sensor is as much as 4 to 5 cm . (The

large spikes in the signal due to dropout were ignored.) This

discrepancy is due to the deteriorated screen-wall and the + 0.63

cm uncertainty in radar's output.

Other tests were made using the output of the radar sensor

as the controller input. A typical low-speed result is shown in

Fig. 4-34a. Clearly, the signal from the radar unit can be used

to control the vehicle in spite of the rather rapid undulations of

the signal. Because of these undulations, it is difficult to measure

the deviation in the position error directly from the radar signal.

However, the output of the amplitude sensor indicates that the

radar/controller combination is able to maintain the vehicle to a

deviation of less than 5 cm (see Fig. 4-34b). Here, the tracking

accuracy AS
f

of the radar/controller combination is 4.25 cm —

as measured by the amplitude sensor. This is consistent with

the wall—position deviation measurements obtained earlier. Thus,

the vehicle may be trying to follow the local deformations of the

wall.
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3, High-Speed Tests

The low-speed tests were repeated at a vehicle velocity

of 1 5 m/s (higher speeds were impractical due to the short length

of the reflecting wall). Typical results are shown in Fig. 4-35

for an amplitude-sensor controlled vehicle and in Fig . 4-36 for

the case of the radar-sensor control.

The tracking accuracy of the amplitude sensor/controller

combination is approximately 3.5 cm (here, AS
f
= 3.5 cm). At

the same time, the radar sensor was indicating a position error

deviation of less than 4 cm . With the radar controller combina-

tion, the tracking accuracy was 4.75 cm. Again it appears that

the vehicle might be trying to follow the undulations of the screen-

wall reflector.

b) Comparison of the Sensors Using the Modified

Reflecting Wall

Several months before the expiration of the contract,

the screen reflector had deteriorated to such an extent that it was

unuseable. Dropouts occurred so often that adequate control of

the vehicle could not be maintained. It was decided to modify the

wall using 3/4 inch (1 .9 cm) sheets of plywood. These were

placed on the roadway side of the wall as depicted in Fig. 4.37.

Several methods of changing the reflecting portion of the wall were

tried.
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First, the screen was affixed firmly to the inner face of the

plywood (see Fig. 4.37). Since wind forces could not now move

the screen, it was hoped that no undulation in the signal level

would occur. Unfortunately the signal attenuation through the

plywood was great enough (8-1 Odb) to make the performance

marginal.

2x4
wooden members

3/4 inch

plywood

/ /

screen

Fig. 4-37. Cross-sectional view of the modified reflecting

wall.

Next, aluminum paint (purchased locally) was tried on the

outer surface of the wall but the reflecting properties were not

adequate. It appears that a paint with much higher metallic con-
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tent than that available "off the shelf" would be needed.

Finally, ordinary household aluminum foil was glued to the

outer surface of the plywood. The improvement was dramatic.

Laboratory tests indicated that the reflecting properties were equal

to that obtained with thick metallic reflectors. In the full scale

tests, the plywood wall could not move and the only position

uncertainty was that caused by the leakage component of the radar.

To illustrate the difference in the radar performance using

the screen versus using the foil, a test was made before the

entire fence was covered with foil. The result is shown in Fig.

4.38. The vehicle was controlled by the phase - sensor method of

wire-following. The transition between the screen portion and the

foil portion of the fence is obvious. Dropouts no longer occur

and the signal is much less noisy.

Further tests were conducted at low and high speeds using

both wire-following control and radar control. It must be noted

that in all tests, the need for outboarding the radar antennas as

shown in Fig. 4.28 was eliminated. Use of the foil reflector

increased the signal strength to such an extent that the antennas

could be placed flush with the vehicle side as depicted in Fig.

4.27. In fact, the dynamic range was so improved that the vehicle

could be adequately operated several meters from the fence.

Quantitative data on this could not be obtained, however, because
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no wire reference was available at larger distances from the

reflecting surface.

The results of a quasistatic calibration are shown in Fig.

4.39. Note that while this calibration is different (by a factor

of 2) from that used for the tests with the original screen reflector,

the signals from the phase-sensor and the radar were uniformly

scaled and either could be used as an input to the lateral controller.

The effects of the leakage components in the radar can be noted

in Fig. 4.39. These are now the major cause of error in the

lateral position measurement.

1 . Low-Speed Tests

Here the vehicle was maintained at a constant longi-

tudinal velocity of approximately 3.4 m/sec. The lateral track-

ing performances using the wire-following sensor and the radar

sensor are shown in Figs. 4.40 and 4.41, respectively. The wire

follower clearly maintains the vehicle to within + 0.6 cm (AS
f
=

1 .2 cm) of the desired position. (A more precise figure cannot

be determined due to the discrete nature of the signal.) At the

same time, the radar is indicating a relative fence-to-wire

deviation (from Fig. 4.40) of about + 2.5 cm (AS- = 5.0 cm).

The major cause of this larger deviation is the inherent limita-

tion of this radar sensor due to the leakage signals. However,

because the foil is now being used as the reflector, no dropouts
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phase-sensor
output

2.5 cm

radar output

2.5 cm.

Fig. 4-39. Radar and phase-sensor output vs. lateral distance

at one point of the test track.
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(which would appear as large changes in the error signal input

to the controller) are present. This results in a smoother ride

as compared with the ride when the screen was used as the

reflector even though the position deviation is about + 2.5 cm

(see Fig. 4.41). Of course, the smoothest ride occurs when the

wire-following control is used. It was found that the rms lateral

acceleration at both the center-of-gravity and the front of the

vehicle using the radar input was about twice that which resulted

when wire-following control was used (see Table 4.2)

2 . High-Speed Tests

The high-speed tests were conducted at approximately

12 to 14 m/sec — an upper limit due to the short length of fence

available. The results are displayed in Figs. 4.42 and 4.43 and

are analogous to Figs. 4.40 and 4.41 except that the longitudinal

velocity is greater.

Observe from Fig. 4.42 that the lateral deviation of the

vehicle using wire-following control is now about + 1 .2 cm (AS
f
=

2.5 cm) at this higher longitudinal velocity. Again, a more

precise figure cannot be given due to the discrete nature of the

signal. The corresponding indication of lateral position deviation

by the radar is + 2.5 cm.

The tracking performance when the radar signal is used for

control is shown in Fig. 4.43. Using the wire-following sensor
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phase-sensor -TIJ1 fin
lt
m» n n p i

output

2.5 cm

"2.5 cm

radar output tfltWmiF)faiflifl4»y

Fig. 4-42. Lateral position error vs. distance as obtained from
the phase-sensor and the radar (wire-following control

at v = 12 m/s).
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phase-sensor
output 4*

_ 2.5 cm

radar
output

2.5 cm

Fig. 4-43. Lateral position error vs. distance as obtained from
the phase-sensor and the radar (radar control at

v = 14 m/s).
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as an absolute measure, one finds that the tracking accuracy is

+ 2.5 cm (or AS^ = 5.0 cm). The actual tracking ability may be

somewhat inferior to this because the radar signal (lower trace of

Fig. 4.43) indicates a figure of about + 3.5 cm (AS- =7.0 cm).

The ride comfort with radar-signal control was again some-

what deteriorated from that with wire-following control. The rms

lateral acceleration measurements at the centei—of-gravity and

at the front of the vehicle are shown in Table 4.2. The values

obtained with radar control were about twice those obtained with

wire-following control . _,_.,_..,_._3 TABLE 4.2

Measured lateral accelerations for wire-following (W-F)
control and Radar (R) control at two different longitudinal velocities

Longitudinal

velocity, m/sec
Acceleration at the

center of gravity ,

m/sec2

Acceleration at the

front of the vehicle,

m/sec2

3.4
0.09 (W-F)

0.17 (R)

0.24 (W-F)

0.57 (R)

12 to 14

0.11 (W-F)

0.22 (R)

0.29 (W-F)

0.65 (R)

D. Conclusions

A two-frequency radar was designed and constructed to

assess the feasibility of "passively" obtaining position information

for automatic lateral control. The final prototype was evaluated
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both in the laboratory and in a full-scale situation.

The performance of the radar-based controller was determined

with respect to the wire-following one by comparing observed

lateral position error for each simultaneously. It must be noted

that the reliability of this procedure is highly dependent upon the

actual variation of the Mwire-to-reflector M spacing. In any full-

scale application, extreme accuracy in installation would not be

required. It would only be necessary that the wall follow the

general path of the roadway with no abrupt discontinunities.

The full-scale results clearly indicated that a passive approach

of obtaining a lateral reference signal for automatic steering is

viable. Tracking accuracies roughly one-half those for the wire-

following approach were obtained. Since the sensing accuracy

was limited due to the presence of internal leakage signals, further

improvement should result by reducing this leakage in subsequent

redesigns. There is no apparent reason why the eventual perform-

ance of a radar-based system should not be equal to, or better

than, that of a wire-following system.

In the course of the full-scale testing, it was determined that

rigidity of the reflecting surface must be maintained in order to

provide sufficient signal level at the receiving antenna. The final

version of the 1 50 meter reflector installed at TRCO satisfies

this requirement and should be extremely useful in the evaluation

of future radar designs.
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CHAPTER V

A MICROPROCESSOR-BASED,

VEHICLE LATERAL CONTROLLER

A. Introduction

In a previous study [21 ], a velocity-adaptive lateral

controller was designed to meet requirements pertaining to lateral-

position tracking accuracy, ride comfort, and an insensitivity to

both changes in critical vehicle parameters and disturbance forces.

This controller, which was realized with analog components, was

tested under full-scale conditions and excellent performance was

achieved

.

During the past year, as part of an effort to increase

a vehicle's onboard decision-making capability, an Intel 8086 micro-

computer was installed in the 1965 Plymouth sedan to implement

the previously designed velocity-adaptive controller and to monitor

various vital functions (e.g., engine oil pressure, generator

current and lateral position deviation).

B. Lateral Controller Design

Consider the closed-loop controller shown in Fig. 5-1 .

The command inputs are a null, which corresponds to lane center
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when a wire-following reference is employed, and the desired yaw

1

rate ij) . The block labeled "controller" is to be specified in
D

the design process, and that labeled actuator corresponds to an

electrohydraulic servo coupled to the power-steering unit. This

actuator is a closed-loop subsystem whose output, the front-

wheel angle (6 )
(
is obtained via a "follow-up" potentiometer. The

subsystem transfer function, as obtained from empirical tests, is

6w 1 ' 14
= , (rad/V) (5-1)

E. s + 14.2
i

where E. is the actuator input voltage

.

The block labeled "Vehicle Dynamics" represents the

lateral dynamics of the test vehicle. These dynamics are character-

ized by the inputs 6 , a superelevation force (F ), and a distur-

bance force (F ,), and the outputs yaw rate ($) and side velocity

(V ). A detailed model, which was validated for nonemergency

control situations in a previously reported study [15], is shown

in Fig. 5-2 together with a model of a wire-following reference/

measurement configuration.

1

A justification for this choice of inputs is contained in

Appendix B

.
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The parameters associated with these models are

listed in Table 5-1 . Of these parameters, the vehicle's forward

velocity V_ and the front- and rear-cornering stiffness coefficients

(Cf and C , respectively) vary to such an extent as to substantially

affect the performance of the closed-loop system. Since it is

impractical to measure C and C
f
on line, the system should be

designed to be relatively insensitive to variations in these quantities

In contrast, V_ can be accurately measured; therefore, the sys-

tem can be made nominally independent of this quantity by employ-

ing inverse compensation. This was the approach previously

adopted in designing the analog, velocity-adaptive controller.

The transfer function relating A S , the position of

the vehicle relative to lane center, and 6W can be derived from

Fig. 5-2 and is

p 81 .65
114.5 (s + s + 1 7 . 95)

ASf = - 6 • (5-2)
f w

s2(s2+— 3+^1 + 25.5)V
f

Vp

Here, C_ and C are equal to the nominal values specified in

Table 5-1 .

The discrete-time equivalent of the cascade combina-

tion of Eqns . (5-1 ) and (5-2) is
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TABLE 5-1

Parameter Values Selected for Instrumented Plymouth Sedan

Symbol

M

a

b

A
1

I

Definition Value

M,

h

L
<p

Y
<P

Total mass of vehicle

Distance from eg to front axle

Distance from eg to rear axle

Distance from eg to sensor
location

Moment of inertia about vertical

axis

Distance from eg to wind force

center

Linearized cornering rate of

front tires

Linearized cornering rate of

rear tires

Sprung mass of vehicle

2168.00 kg

1 .40 m

1 .55 m

3.00 m
2

5360 m N-s

0.70 m

46,000 N/rad

44,000 N/rad

1950 kg

Vertical distance between
sprung and unsprung mass centers 0.6 m

Roll stiffness

Rear roll steer rate

25,000 Nm/rad

0.2 rad/rad

Lateral force increment due to

camber changes of the wheels
which occur at the front suspension
and the roll steering angle of the

rear suspension. 3000 N/rad

-134-



AS-(z) =
z-1 Arz(2 + 1

)

BTz
2(z-1 )3 (z-1 )

2 +

Cz Dz
+

(z-1) "

Z_e-14.2T
+

F(z2 - ze aT cos cot) + G Ze at
sin cot

z
2 - 2ze~aT cos cot + e~2aT

where

A 165

K1

,64734
1159.43 K-,

Vf
- 254.89

K

1
-

3 .98 x 10

Vf

K.

C .6473 { 28.4 K +

1159.43 K
1

1.811 x 105
,

+
V,

K.

81 .65 K-,

V.

- 17.95 K
1
+

2.8038 x 10'

V,

(28.4 Ki +2 K^)

201 K
1
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D
10. 013 -

52.87

vf

(227 .19 +
6045 2218

F = -(C + D)

and

G = / 156.2
(D + C) + 14.2 (C + E) + B

I

\
v
f

78.1
a

V
f

54.61
CO

__ 25.55 -

v2
*

f

k
i

=
6045

+ 25.55 •

This can be reduced to the form

AS (z) A3z
3 + A2z

2
+ A.,z + AQ

E.(z) (z-1)2 (z-e~14 "2T
) (z 2-2ze aT cos cot + e

2aT

(5-3)

Two discrete-time approaches may be used to compensate

for changes in velocity. The first involves designing an inverse

compensation to cancel velocity-dependent poles and zeros in Eqn.

(5-3) and to replace these with corresponding velocity-independent

quantities. The cancellation of such poles and zeros involves many
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multiplications and divisions, and the evaluation of complex,

velocity-dependent functions like ex , sin x , and cos x. In a

real-time environment, these complex computations would result

in an increase in both the transport delay and the greatest lower

bound on the sampling time. The result is detrimental to stability

and, to compensate for this, a fast and therefore expensive sys-

tem is required.

A second approach involves simulating a continuous-time

compensator with discrete elements. Thus, an inverse compensa-

tor of the form

G
v
(s)

s2 + 2as + a
2

+ b
2

o 81.65
s^ + s + 17.95

P 1 56 . 2 6045
s^ + s + «— + 25.55

Vf V
f

s
2 + 2hs + h

2 + K2
(5-4)

can be used to cancel the velocity-dependent poles and zeros of

Eqn (5-2). Here a, b, h and K are design parameters which

affect both the stability of the system and the damping. The

values chosen here were the same as those employed by Cormier
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[44] and were as follows:

a = 3, b = 2, h = 12, K =

A block diagram of this continuous-time compensator is

shown in Fig. 5-3. If each integrator were replaced by a

discrete-time equivalent unit, the resulting structure could be

easily realized on a microprocessor. If a good simulation of the

continuous-time compensator were achieved, system response

would be nominally independent of velocity.

Fewer computations are involved than in the previous

approach, and thus transport delay and the greatest-lower bound

on sampling time can be reduced. Also, the computations can

be easily performed on slow machines like microprocessors and

this decreases system cost. For these reasons the second approach

was used to compensate for velocity dependence in this study.

C . Compensator Realization

The discrete approximation selected to replace each inte-

gration term in Eqn. (5-4) (or Fig. 5-3) must be selected so

that the following requirements are satisfied:

i) The continuous-time transfer function should be

accurately approximated so that a good system

response is obtained.
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ii) The sampling frequency is sufficiently small so

that adequate time is available for processor computa-

tions;

iii) These computations must be few and uncomplicated

(e.g., no computation of transcendental functions)

so that an inexpensive processor can be employed.

2
iv) Transport delay should be minimized.

v) The smallest feasible word length should be us ed

for representing internal valuables and coefficients

.

(Increased word length requires either greater computa-

time or the use of a more complex processor.)

Four integration approximators were selected and evaluated

against these criteria. Subsequently, it was noted that the use of

a second-order approximator (e.g., one derived from Simpson's

approximation) resulted in an eighth-order, discrete transfer

function which involved an excessive number of somewhat complex

online computations; therefore, such approximators were not

considered further. In contrast, the use of a first-order approxi-

mator resulted in a fourth-order transfer function and a lesser

2

In a discrete-time system, transport delay is the time from
the input being sampled to the output being changed. This delay

arises due to computation time and adversely affects stability.
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number of simpler computations.

The trapezoidal approximator, which has the input/output

characteristic

T E+1
2 E-1 '

o
was selected for this study. Here, T is the sampling period and

E is the advance operator.

2 E-1
On replacing s by — in Eqn. (5-4), there results

T E+1

E2(4+2TK2 +T
2K

1 ) + E[-8 + 2T2K
1
]+ [ 4 -2TK2 + T2K ]

GV(E) =

E2(2 + 1 2T)2 + 2E(1 2T + 2) (1 2T - 2) + (1 2T - 2)
2

E2 [4 +12T + 13T2 ] + E[-8 + 26T2 ] + 4[-1 2T + 1 3T2
]

E2 [4 + 2TK3 + 17.95T
2

] + E[-8 +35.9 T2 ] + [4-2TKg + 1 7.95T2 ]

(5-5)

where

6045 156.2
K

1
= + 25.5, Kg = , and

V2 V
f f

81 .65

3
= ~

3
A detailed description of the evaluation process is contained

in Reference [45]

.
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This equation can be readily converted to a state-variable form

which is especially convenient for a digital-computer implementa-

tion. This was accomplished by using the direct-programming

approach, as it resulted in a minimal number of calculations.

In essence, G (E) was considered as being comprised of

two stages; i.e.,

E
i QO

Gv(E> = G
v1<

E
>
G
v2<

E) = —
'

INP(k)

Two state variables, Xg(k) and Xy(k), are used to represent the

first stage which has the input INP(k) and the output OUTg(k) .

Correspondingly, Xg(k) and Xg(k) are employed in the second

stage which has the input OUTJk) and the output E.(k). The

latter signal should be recognized as the actuator input. The

resulting formulation is as follows:

X
6
(k + 1) = E[X

6
(k)] = X

y (k) ,

X
y
(k+1) = E[Xy(k)] = [lNP(k)alX7(k) -a2X6(k)]/a3 ,

OUT
Q
(k) = b

1
X
?
(k+1) + b

2
X
?
(k) + b

3
X
6
(K) ,

X
Q
(k+1) = E[X

8
(k)]= X

g
(k) ,

and

(5-6)

X
g
(k + 1) E[X

g
(k)] = [OUT

8
(k) - C,X9(k) - C

2
X
Q
(k)] /C

3 ,

E.(k) = d^k + l) + d
2
X
g
(k) + d3

X
8
(k) .
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The quantities a.., a
2 , a

Q , b
1

, b2 , bQ , c. , Cp, cQ and

d
1

, dp, and dg are shown in Table 5-2.

D. Selection of T and Word Length

The effects of different selections for both T and word

4
length (I) was evaluated by employing a C.S.M.P. simulation of

the system shown in Fig. 5-1. The compensation selected was

comprised of a discrete part (Eqn. 5-6) in cascade with the

analog lead-lag term,

s + 0.5 s + 5.2 ,= ^
1 . 05 • (5-7)

s s + 1 5.3

The detector gain was selected as 35 and the loop gain as 2900.

These choices were the same as those previously employed in the

development of the analog, velocity-adaptive controller [44] .

The simulated system was excited with a step input and

the response AS^t) was recorded. Responses were obtained for

T ranging from 5 to 100 ms and V from 10 to 40 m/s . Initially,

no restriction was placed on the word length representing the

state variables and coefficients (i.e., l~* °° ).

4

The Continuous System Modeling Program (C.S.M.P.) was
developed by IBM to model both continuous- and discrete-time

systems

.
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TABLE 5-2

Definition of Parameters

Parameter Definition

a
1

2(2 + 12T) (2 - 12T)

a 2 -(12T - 2)
2

a 3 1

b
1

4 + 2TK + K H T
2

^ 1

b 2 2T2K - 8
1

b 3 4 - 2TK + T2K
^ 1

c
1

8 - 35.9 T2

c 2 2TK_ - 4 - 17.95T2

c 3 4 + 2TK. + 17.95T2

"1 4 + 12T + 13T2

d 2
-8 + 26T

d 3 4(-12T + 13T2 )

The results are shown in Figs. 5-4 to 5-7. The response

for T = 1 00 ms is highly velocity dependent with an overshoot of

approximately 75% at all speeds. At T = 70 ms, the response

is essentially velocity independent, and the overshoot is some 30%,

The responses for 50 ms, and 25 ms are virtually identical; i.e.,

there is little velocity dependence and the overshoot is 20%. The
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latter results are similar to those previously obtained using a

continuous-time compensator.

The word lengths evaluated were 8, 16, and 32 bits as most

microprocessors handle 8- or 16-bit data. All variables and

coefficients were represented in a fixed-point form, as this

results in a smaller number of computational steps relative to a

floating-point choice. In essence, after a computation was made,

the derived quantity was rounded off. Here again, the evaluation

was made by considering the response (AS
f
(t) vs. t) of the closed-

loop system to step inputs.

The results are shown in Figs . 5-8 to 5-9 . When 1=8

and J = 4 (J is employed to denote the fractional part of a word),

a choice of T = 75 ms results in a considerably degraded response

with respect to the unlimited word-length case; i.e., it is velocity

, 5
dependent with an overshoot of some 50%. When T was further

decreased, the responses were increasingly velocity dependent.

In essence, no satisfactory choice of T resulted by choosing 1 = 3.

A choice of I = 16 (J = 8, 9, 10) results in step responses

that were quite similar to those for I = » provided 20 < T < 50

ms (e.g., see Fig. 5-9). However, when T was decreased to

5

As T is decreased, the quantities a., a^ 3 ...d generally

decrease in magnitude. Hence for I and J fixed, the accuracy
with which these quantities are represented becomes poorer and

a degraded response results.
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Fig. 5-9. AS
f
vs. t for T = 50 ms, I = 16 (J

and four values of Vp .

= 9),
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5 ms, the response was quite velocity dependent. The responses

for 1= 32 with J = 16 were quite similar to those for 1= » for all

values of T considered.

These results were evaluated in terms of the criteria

listed in Section C, and T and I were selected as 50 ms and 16

bits (with J = 8), respectively. The computations involved in

realizing Eqn. (5-5) involve some 10 divisions and 20 multiplica-

tions of 16-bit operands. If an 8-bit machine were employed,

these computations could not be completed in 50 ms unless a

hardware multiplier were used. It is less expensive to employ a

16-bit machine with built-in, fast multiply-and-divide instructions.

This conclusion resulted in the selection of an INTEL 8086-based-

microcomputer. This was realized by constructing a commercially

available SDK-86 Design Kit and interfacing it with appropriate

A/D and D/A converters as is described in detail in Appendix C.

The developed software, which realized the lead-lag compensation,

G(E) = 0.75 1 + 0.0151H

E-1

0.1

1-

E - 0.7FFFH

G
v
(E) ,

(5-8)

is documented in Reference [45] .

6
The transfer function G(E) corresponds to a discrete equivalent

of Eqn (5-7) in cascade with G^E) as given by Eqn. (5-5). The
former was an "exact" realization, while the latter involved a
trapezoidal approximation for integrators.
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E. Simulation Studies

The closed-loop system employed for the simulation studies

is shown in Fig. 5-10. The compensation (Eqn. 5-8) was realized

on the SDK-86, and the remaining components were simulated on

an analog computer. The lateral position sensors were repre-

sented by a gain of 35, the actuator by Eqn. (5-1), and the lateral

dynamics were obtained from the model shown in Fig. 5-2.

The system input V
p represented the desired lateral posi-

tion of the vehicle relative to lane center (in subsequent, full-

scale tests Vp = corresponded to a desired vehicle position

directly over the lane-centered, lateral reference). A second

input ij) corresponded to the desired yaw rate, while F^ was the

corresponding superelevation force.

a) Velocity Independence

Command step changes in lateral position were simu-

lated by switching in a voltage V > for a fixed V^. The

responses obtained at each of 4 speeds are given in Fig. 5-11.

Essentially the same response — an overshoot of 45% and a

response time of some 2s — was obtained in each case.

b) Curve tracking

A superelevated curve was simulated by employing ip

D

and F inputs. The former was increased linearly from to

0.134 rad/s, and thereafter was fixed at this value. F was
' e
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directly proportional to $ and reached a maximum of 1777N.

This corresponded to a vehicle, traveling at V = 13.4 m/s,

traversing a spiral transition into a 100-m radius curve.

The response, AS (t) versus t, is shown in Fig. 5-12.

The quantity AS., which was initially zero, quickly built up to a

peak value of 7 cm and then slowly decayed toward zero. This

was essentially the response previously obtained with a correspond-

ing controller.

c) Preview Information

If advance information about the location and radius of

an upcoming curve were available, then E. could be increased

when the curve were reached. If this were done properly, it

would prevent AS
f
from significantly increasing. Then, the

controller could be employed to traverse curves with smaller

radii at higher speeds than might otherwise be practical.

Here, the microcomputer was provided with an advance

indication of an upcoming curve and its radius (in this case, 100 m),

and the system response (A S^t) versus t) was obtained at a speed of

13.4 m/s (see Fig. 5-13). Note that the peak deviation was

only 1 cm — a significant decrease over that shown in Fig. 5-12.

This experiment was not conducted under full-scale conditions

as insufficient time was available to install the required roadway
markers

.
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d) Ride Quality

No attempt was made to evaluate ride quality during

these studies . Ride comfort is affected by factors such as vehicle

roll, engine vibrations, roadway irregularities and wind disturbances

Hence, it cannot be measured from a simple model in which these

factors were largely ignored. Consequently, ride quality was

evaluated only under full-scale conditions.

F. Full-Scale Studies

The microcomputer was installed in the 1965 Plymouth test

vehicle, which was previously employed by Cormier [44], and the

developed controller was tested at the Transportation Research

Center of Ohio (TRCO) Skid-Pad Facility (see Fig. 2-6). The

steering reference consisted of a single conductor buried 1 .9 cm

beneath the pavement and running longitudinally around the entire

facility — a distance of some 6400 m . This conductor was

excited with a 2.5a (peak-to-peak), 600-Hz signal to produce the

desired guidance field. The phase sensors developed by Olson

[15] were employed to provide a discretized measurement of AS~ ,

which was the controller input.

The collected data consisted of AS^(t), the lateral accelera-

tions at the vehicle's center of gravity and front center (i.e.,

a (t) and a^ , respectively), and rms estimates of these three

quantities when appropriate.
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a) Velocity Independence

Command step changes in lateral position were obtained

by summing a small voltage step with the signal feedback from the

lateral-position sensors when the vehicle was traveling at a con-

stant speed along a straight section of roadway. The results,

ASit) vs. t, for each of five speeds are shown in Fig. 5-14.

First, it should be noted that consistent responses were obtained

at each speed (i.e., an overshoot of some 45-50 % and a 1 .5 -

2.0 s settling time); and second, that these responses approximate

those obtained in the simulation study (see Fig. 5-11). Thus, at

least insofar as control was concerned, the velocity dependence was

greatly reduced by inverse compensation which lends credence to

the validity of both the model employed, and the approximation of

the continuous-time compensator.

b) Straight-Road Tracking

The tracking capabilities of the controller were evaluated

on straight portions of the skid pad at various fixed speeds.

Typical results (i.e., A S (t) vs. t), which are shown in Fig. 5-15,

are excellent; e.g., the maximum tracking error for V = 30 m/s

was less than 3.8 cm. The corresponding rms tracking error

ranged from . 5 cm at 5 m/s to 1.5 cm at 30 m/s . The

corresponding values of (aca )rrns ancl (afVms were °- 1 ancl

2 20.15 m/s , respectively, at 5 m/s and 0.2 and 0.3 m/s ,
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respectively at 30 m/s. These results are slightly higher than

those obtained using the analog controller (see Appendix A); how-

ever, the ride quality was still characterized as excellent,

c) Curve Tracking

The tracking capabilities of the system, while negotiating

one of the 100-m radius curves at TRCO at each of three speeds

are illustrated in Figs. 5-16 and 5-17. Excellent tracking

( | A S | < 2.5 cm at 9 m/s , |
AS

f |
< 5 cm at 1 3 . 4 m/s , and

|
AS

f |
< 7.5 cm at 17 m/s) was obtained together with a smooth,

comfortable ride in all cases. Here again, the results are con-

sistent with both those from the simulation study and those obtained

using an all-analog controller.

G. Discussion

Clearly, excellent lateral control can be achieved by employ-

ing a microprocessor-based controller in a single-loop, position

feedback configuration with inverse compensation. Since the

microcomputer employed could be used effectively for other tasks

(e.g., to monitor vital functions and to provide controller redun-

dancy), it could provide a substantial improvement in onboard

vehicle capabilities.

Some aspects which should be investigated in future studies

include:
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i) The monitoring of system functions;

ii) The development of fault-tolerant controllers to

enhance system reliability; and

iii) The development of a capability for a rapid response

to emergencies.

The first of these would be easily accomplished as the available

microcomputer has the necessary A/D converters available, and

the required software development would be trivial.

Redundant electronics can be used to decrease the probability

of controller failure. Such redundancy could involve the use of

multiple processors performing the same calculations with soft-

ware polling being employed to detect any processor failure. Also,

since it is generally easier to detect and correct an error in a

digital circuit than in an analog one, this may result in enhancing

vehicle safety.

A microcomputer can be used as a source of vehicle-

based intelligence and, in this role, would be especially useful in

reducing the response time to emergencies.

In the application, lateral control, which was evaluated

here, the processor was idle 90% of the time. Thus, it could

easily accommodate a number of other duties.
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CHAPTER VI

STUDIES IN VEHICLE LONGITUDINAL CONTROL

A. Overview of Previous Studies

Several tasks, which are important to the development

of a longitudinal controller, are:

i) The identification of the propulsion system

1

dynamics;

ii) The design of the controller; and

iii) Its implementation and field evaluation.

Several approaches have been used to specify a propulsion system

model that relates vehicle velocity to the throttle input. The

U.S. automotive industry uses computer simulation models [46]-

[48] , which are based on the interpolation of steady-state opera-

ting data, to predict vehicle performance for specific driving

schedules; however, the dynamic characteristics necessary for the

design of a propulsion control system are not included in such

models

.

1
Operations in which the brakes must be applied are not con-

sidered here. An earlier effort on this subject was discussed in

Reference [21 ] .
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Many attempts have been made (e.g., [16-20, 35, 49-

50]), to develop dynamical models of an internal-combustion

engine, hydrodynamic torque converter, automatic transmission,

drivetrain and vehicle combination. These models range in

complexity from a first-order linear model, which relates throttle

position (V|) and vehicle velocity (V), to a multiple pole-zero

model with state-dependent parameters.

One simple model, which was developed by Blackwell

[49] using Newton's Second Law of Motion, is shown in Fig. 6-1.

The vehicle time constant M/k^ associated with this model was

excessively large relative to values obtained from field testing.

This discrepancy was overcome by modifying the model to account

for rotating inertias and velocity-dependent, tractive force

characteristics. During subsequent field evaluation studies, it

was found that uncontrollable factors such as air temperature and

pressure, road surface conditions, and slight road grades result-

ed in erratic response data — a condition which is not well-

suited to the selection of adequate model parameters [51] . Two

efforts were made to partially isolate the vehicles from such

factors. First, Blackwell employed a chassis dynamometer with

only modestly successful results. (The dynamometer provided an

insufficient load for the powerful test vehicle — a 1965 Plymouth

sedan.) Second, the closed-loop velocity controller shown in

-169-
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Fig. 6-2 was employed to obtain a model which was valid under

small-signal, non-demanding conditions [51 ] . This controller,

which employed internal velocity feedback to reduce the controllers

susceptance to disturbances, was subsequently modified to a posi-

tion controller by adding a position feedback loop and appropriate

compensation [16]. This controller was employed in low-

required acceleration, system entry operations. Consistent

performance was obtained with maximum offline position errors

of 4.267 meters (14 feet) and position errors at point of entry of

0.366 meters (1 .2 feet). When attempts were made to lessen

these errors, degrading, higher-order effects, that weren't pre-

dictable with the simple model employed, limited the controller

performance.

The requirement for better position control, without any

degradation in ride comfort, led to the development of more

complex models and corresponding controllers. Takasaki [50]

developed a state-dependent model of the vehicle dynamics for

small-signal conditions. Subsequently, this model was utilized

to design the position controller shown in Fig. 6-3. that resulted

in mainline position errors of less than 0.3048 meters (1 foot),

2

System-entry operations pertain to the accelerating of an
initially stationary vehicle to mainline speed and its insertion

into mainline traffic.
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system entry, maximum-position errors of 0.366 meters (1.2

feet), and point-of-entry position errors of 0.122 meters (0.4

feet) [52]; however, these results could not be obtained consistent-

ly over a wide range of environmental conditions. Subsequently,

more complex, state-dependent models were developed [ 35} [ 53] .

Unfortunately, these models were inadequate to describe controlled

vehicle performance — especially for system entry operations

over a wide range of environmental conditions.

B. Controller Implementation

Extensive field testings were undertaken with the objective

of either obtaining useful extensions to one or more of the above

models so that higher-order effects, which have been heretofore

ignored, could be accounted for in the controller design process,

or an adequate new model. An initial step was the specification

of some higher-order effects.

a) Limit-Cycle Data

Two linear velocity controllers, hereafter referred

to as System 1 and System II, are shown in Figs. 6-4a and 6-4b,

respectively. These controllers were implemented on a 1969

Plymouth test vehicle, which had been used in earlier studies,

and controller performance for fixed-gear, fixed-speed operation

was observed over the speed range from 0-9.1 m/s. Typically,

a limit cycle was present for each gear/speed combination. As
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Fig. 6-4: Two linear velocity controllers

-175-



an example, consider the data shown in Fig. 6-5 for first-gear

operation with V = 6.1 m/s . The observed limit cycles are

apparently due to nonlinearities in the drivetrain dynamics; i.e.,

high-frequency components which are present in the signal

V = V - V do not appear in the engine rpm (co _) signal.

(The quantity V is a command velocity signal and was constant

for these tests.) The other data depicted in this figure are

\A(t), the input to the carburator, and Pman > the manifold

pressure.

The state-dependent "position" controller depicted in

Fig. 6-3 also exhibited limit cycles for constant-velocity opera-

3
tion. These oscillations for V = 7.6 m/s were comprised of

a slowly varying component at 0.25 Hz and a periodically recurring

unstable oscillation at 1 .7 Hz (see Fig. 6-6). At 1.7 Hz this

controller also has a stability problem while accelerating in first

gear above 6.1 m/s (see Fig. 6-7). This is due to state-

dependent terms in the vehicle dynamics that were not properly

accounted for in either the model employed or in the controller

design.

3

This controller was also implemented on the 1969 Plymouth
sedan.
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Ftg. 6-6: Limit cycle with state-dependent controller

and vehicle at constant velocity .
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Ftg. 6-7: Limit cycle with state-dependent controller

and accelerating vehicle in first gear.
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b) Limit Cycle Analyses

The condition for a limit cycle in a negative feed-

back system is

GOL (j co) = -1 ,

where Gq, (j to ) is the open-loop transfer function of that system.

This condition was applied to the previously described controllers

for each of the following representations of vehicle dynamics:

i) Blackwell's model [49],

ii) Bender and Fenton's first-order model [ 51 ] ,

iii) Takasaki's state-dependent model [ 50] , and

iv) A more complex, state-dependent model [35] .

In essence, as Kneifel has discussed in detail, the observed limit

cycles were not predicted in any of the cases examined [ 54 ] .

The listed models are best characterized as low-frequency approxi-

mations and should be modified if the observed performance-de-

grading, highei—order effects are to be predicted.

c) Controller Modifications

In concept, the observed limit cycles could be

accounted for by cascading a high-frequency term (e.g., a ratio of

two quadratic terms) to the low-frequency models previously studied.

In practice, this approach was inadequate and resulted in a poor

approximation to the field test data [54] .
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TABLE 6-1

Parameter Set for Modified Controller

Parameter Value

KFF 1 .5

K x 20.0

KIX 7.0

K 1 13.0

KILF 40.0

Z(V) 0.715 + 3.75 V

fi 10.0

It was thus decided, principally for reasons of convenience and

time/economic constraints, to adopt an empirical approach to

4
both the model and controller specifications. In essence, the

selected design, which is shown in Fig. 6-8, is a modification

of that shown in Fig. 6-3. The structures are the same; however,

the parameters Kpp, Kx , Kj^, Kj|_p, and K 1 were changed to

achieve a consistent, stable, and comfortable response during a

system entry operation. The selected parameter values, which

were determined on the basis of extensive empirical testing, are

Kneifel [54] examined an automotive propulsion system in

some detail and noted that many of its components, especially

the carburator, engine and torque converter, are complex, highly

nonlinear and generally undocumented from an input/output, dy-
namic modeling point of view. On this basis, he concluded it

would be a difficult task to obtain a model from first principles.
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shown in Table 6-1 .

d) Reference Trajectory Modifications

The system entry command previously employed is

shown in Fig. 6-9. Note that it is applied for an entry time (T)

of 30 s — a time which was selected to satisfy a trade-off between

vehicle capabilities, controller bandwidth, ride comfort, and sys-

tem entry distance (X ). The inconsistency observed during
m

entry operations was partially due to this choice of command —

especially the required step change in acceleration at t = 0.

The modified reference command shown in Fig. 6-10 was

specified to coincide more closely with the capabilities of the test

vehicle. This is shown in Fig. 6-11 where the command accelera-

tion is presented as a function of command velocity together with

the vehicle's maximum acceleration capabilities (as reported by

the manufacturer). The quantities T and X for this commandJ M m

are 30 s and 480 m, respectively.

C. Full-Scale Testing of Selected Controller

The position controller shown in Fig. 6-8 was imple-

mented with analog components in the 1969 Plymouth test vehicle

and extensively tested under both large-signal (i.e., system entry

operations) and small-signal (i.e., mainline speed changes and

maneuvering commands) conditions.
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A (m/s^)
c

t(s)

V (m/s)
c v y

30 •,

20 -

10 -

t(s)

Fig. 6-9: System entry commands employed by Fenton

and Chu [52] .
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Fig. 6-10: Selected acceleration /velocity reference profile
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a) System Entry Tests

In a typical large-signal test, the initially stationary

vehicle was required to follow a specified X , V , and A as it

accelerated to a mainline speed of 26.8 m/s . The quantities

command position (X ) and command velocity (V ) are readily

derived from the command acceleration A which is given in

Fig. 6-10.

Typical results are shown in Fig. 6-12 where the velocity

error (V -V), the position tracking error (X -X), and several

other quantities are presented. Note that these errors are rela-

tively small (e.g., X -X has a peak value of 0.80 m and, at the

time of vehicle insertion (T = 30 s) into a mainstream lane, a

value of some 0.27 m). The maneuver was performed smoothly

with no ride discomfort being perceived by the test vehicle

occupants. Significantly, such results were obtained under both

conditions of high humidity and air temperatures up to 35° C and

_ 5
low humidity and temperatures as low as 15 C.

Various tradeoffs exist here. For example, increases

in the maximum value of A result in severe demands on the

vehicle and, as a result, system saturation and decreased stability as

can be observed by comparing Figs. 6-12 and 6-13. Also the

5
It remains to evaluate this controller at very low temperatures

(e.g., -20° C).
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Fig. 6-12: System entry response
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Fig. 6-13: Larger A yields less stable system response
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choice of K (see Table 6-1 and Fig. 6-8) involves a tradeoff

between peak position error and the error of the zero-accelera-

tion point in the command profile. Larger K values result in

smaller peak position errors to a point; however, such values also

result in an increased error at T= 30 s (i.e., when the vehicle

is inserted into mainline traffic),

b) Small-Signal Tests

The tracking accuracy achievable for constant

velocity operation was observed by fixing V at a constant value

and recording X -X. A typical result, which was obtained for

V =26.8 m/s, was I X -Xl < 0.03 m.
c ' c '

Mainline maneuvering involves both the propulsion and

braking controllers. For example, a move-up maneuver would be

achieved by employing the acceleration trajectory of Fig. 6-1 4a.

A vehicle would be accelerated from a mainline speed of V to
s

a maneuvering speed V . The latter would be maintained for a

time t , after which its speed would be decreased to V . A
2 s

corresponding moveback maneuver uses the "opposite" commands

as is shown in Fig. 6-1 4b.

In these maneuvers, the propulsion controller would be

employed in the acceleration and constant velocity phases, and a

braking controller in the deceleration phase. Some typical re-

sponses for the former case are shown in Fig. 6-15, where the
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Fig. 6-14: Move-up and move-back command acceleration

trajectories.
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test vehicle was commanded to accelerate at a rate of 0.1 g from

one constant speed to another and remain at that speed until

another acceleration command was provided. Typical responses,

vehicle acceleration. V -V, X -X, V. , P , and 60 Q„„ , are
' c ' c ' i' man' eng

shown in Fig. 6-15. Note that the maximum position error of

1 m is velocity independent, and that the responses are less

oscillatory at the higher speeds.

D. Commentary

The empirical approach to controller design employed

here resulted in a reasonable controller from a standpoint of

tracking accuracy, ride comfort, and to the extent evaluated, a

range of environmental conditions. However, substantial advantages,

relative to controller design, could accrue from a propulsion sys-

tem model which would be sufficiently complex for predicting

various higher-order effects and operations over a wide range of

environmental conditions and yet simple enough to employ for

realistic design.

It will be imperative to integrate the braking and pro-

pulsive control systems. In particular, it may be advantageous to

make the inner-loop propulsion system dynamics (see Fig. 6-8)

"symmetrical" to the braking system dynamics so that one outer-

loop configuration could be used for all longitudinal operations.
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A digital implementation of the propulsion controller

would be desirable as a relative immunity to some analog controller

problems such as amplifier noise, circuit drift, and offset biases

could be achieved.

These are areas in which future efforts would be desirable
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CHAPTER VII

A MICROCOMPUTER-BASED LONGITUDINAL CONTROLLER

A. Introduction

A longitudinal controller, which was constructed of

analog components was discussed in Chapter VI. In this chapter,

a start is made toward implementing this controller by a micro-

processoi—based digital system. The advantages of doing this

include the simplicity of command generation, the relative ease

of implementing both linear and nonlinear compensation with com-

puter software (as opposed to analog hardware), and its effective-

ness in achieving "continuous" dynamic calibrations of various

state estimators. In addition, a microcomputer could easily

accomplish the monitoring of a vehicle's status (e.g., oil pressure,

hydraulic system pressure, water temperature, and position devi-

ation) and be a source of rudimentary intelligence at the vehicle

level — the latter being a necessary capability for a proper re-

action to vehicle-level emergencies.

B

.

Microcomputer Functions

The functions of a microcomputer-based, vehicle longi-

tudinal position controller are shown in Fig. 7-1. These are
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command generation, state estimation, and both nonlinear and

linear compensation.

a) Command Generation

The command generator would receive an acceleration

command (labeled A in Fig. 7-1) from the sector computer. This

signal would be processed to obtain the corresponding position and

velocity commands. These together with A , would be compared

to an estimate of the vehicle's longitudinal state (i.e., accelera-

tion, velocity, and position) to produce the state error signals for

the controller, (in the controller discussed in (d) only velocity

deviation ( AV) and position deviation (AX) are required; however,

in general, one could use both these and acceleration deviation

( A A) as shown in Fig. 7-1).

The controller, with its high gain (needed because of

stringent performance requirements), must operate on smooth

1

signals; thus, there is a need for finely quantized commands and

estimates. To provide the required commands, the command

2
generator must have an output of sufficient word length.

Large steps in error would cause saturation of the electro-

hydraulic unit which controls the throttle valve and/or result in

uncomfortable changes in acceleration.

2The software for a command generator, based on an INTEL
8085A microprocessor, has been developed by Thayer [55].
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b) State Estimation

The required continuous state estimates can be pro-

duced by the general technique shown in Fig. 7-2. Here, an

Estimated

Position

Actual

Position

Fig. 7-2 Estimation of position between absolute markers

absolute signal is available at discrete points along the roadway,

and a continuous signal is obtained by interpolating between these

points. Takasaki [35] suggested that the discrete points be real-
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ized via roadway-implanted markers, spaced at 0.61 m intervals,

and the interpolation be achieved by an analog estimator with

inputs from an accelerometer and a driveshaft tachometer. This

approach was evaluated and satisfactory continuous state estimates

were produced under certain conditions.

Two problems resulted: First, absolute position was

updated too infrequently at slow speeds to allow for adequate con-

trol; and second, much capital investment and subsequent mainten-

ance would be required with such closely spaced markers.

A second approach for state estimation involves the use

of a wheel tachometer in place of the closely-spaced roadway

markers. The tachometer selected provides position information

every 1 .8 cm (compared to 61 cm); thus, even at slow speeds,

position information is provided frequently. Also, by using

online dynamic calibration of the tachometer, absolute position

updating would be necessary at intervals of perhaps no less than

150 m. (This value was derived from empirical data provided by

Cribbs [53 ] .

)

The tachometer output, a train of pulses, would be trans-

lated into a position estimate as shown in Fig. 7-3. Note that

when each pulse is received, the estimate of position is changed

by the discrete amount of 1 .8 cm. The latter is too large (i.e.,
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too coarsely quantized) and a means of interpolating between

pulses must be used.

markers

road

tach
counts

Fig. 7-3. Estimation of position using a wheel tachometer output,

One such technique (see Fig. 7-4) involves the use of

velocity information to update the position estimate in the time

interval between adjacent pulses. An analog voltage, which is

derived from the output of a driveshaft tachometer, controls the

output of a voltage-controlled oscillator — a square wave whose

frequency is proportional to vehicle speed. A counter is cleared

when a tachometer pulse is registered and incremented each

period until the next pulse is received. The result is a position
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Wheel
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COUNTER

4>

(a)

Velocity

vco

1

reset
COUNTER

v

(b)

Estimated

Position A

" Actual

(c) Position

Fig. 7.4 A technique for interpolating between tachometer
pulse intervals.

estimate with steps of some 0.2 cm which are acceptable inputs

to the longitudinal controller. Similarly, velocity steps are

reduced to some 0.03 m/s.

The information derived from the wheel tachometer is

dependent on tire pressure and velocity, but is independent of

road grade and acceleration for nominal values of both quantities

[53] . However, when tire pressure and velocity are fixed,

extremely consistent information can be obtained (e.g., a maxi-

mum deviation from the mean of 16 cm in a 150-m interval).

Clearly, a properly calibrated wheel tachometer can be useful as

a primary source for position information.
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One algorithm for the online or dynamic calibration of a

wheel tachometer can be implemented using a microcomputer and

some empirical constants which would be stored in a ROM. These

constants are defined as follows:

Kx = distance per tachometer count. (This

would be determined from empirical data,

in units of meters per tachometer count.

This is a velocity-dependent term.)

K = distance between wire crossings, measured

in meters per wire crossing.

KVKx = number of tachometer counts expected per

wire crossing. (This ratio is velocity-

dependent.)

In the approach selected, Kd/Kx is subtracted from the

tachometer count, (TC), measured during the previous "wire-

crossing", (WC), interval to determine how well the tachometer

is measuring distance. The difference, "c " , is used to find the

error in tachometer counts per meter. Thus,

€* = error in tachometer counts per meter = z/K..

Similarly, "6" is defined as the difference between the measured

tachometer count from the previous "wire-crossing" interval and

the expected count, defined as (K
c
j/Kx) (1 + €* K ). This differ-

ence can be normalized via
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6* = 6/K
d

.

A

The quantity (Kx) for translating tachometer counts into an

o
interpolated distance can then be calculated as

K x
= Kx (1-C*kx -6*KX ).

Then, position and velocity can be calculated via

A

X = position = (Wire crossings x K^)

+ [(Tachometer counts + 6) x K ]

and A

V = velocity = [Kx(1 - €*KX)/TS ] x (TC)S

where (TC)S is the number of tachometer counts in an interval

Ts . The two quantities, X and V > would then be used in the

calculation of propulsion and braking commands for the longitudinal

controller.

The following is a numerical example of the workings of

the proposed estimator:

Conditions :

1 . K
d

= 150 m;

2. Velocity at last wire crossing = 30 m/s;

3. The corresponding values of K and K ,/K
x d x

(as obtained from ROM) were 0.034884 m/TC

3 a
The quantity Kx would be updated at each wire crossing,

whereas Kx is constant at each velocity. The quantity el is the

preceeding evaluation of e .
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and 4300 TC/WC, respectively;

4. The tach count over previous 150 m interval

was 4295;

5. The tach counts over the next 150 m interval

was 4295;

6. Command velocity is constant.

Calculations :

1 . At first wire crossing

K.
e = TC — = 4295 - 4300 = -5

C * = — = - . 0333 TC/m
Kd

6 = TC - = 4295 - 4300 = -5
K
x

4

1 + C1KX

6 * = -5/150 = -0.0333 Tach counts/m

K = distance estimate/Tach count

= Kx0 " <* Kx" 6
* Kx>

= 0.03488 [l+2(0.0333)(0.03488)]

= 0.03496 rm/Tach count.

Note: Here €* = as it is assumed that the preceeding

estimate was exact.
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The state estimation of position and velocity results in the follow-

ing estimates at the instant before the next wire crossing.

A A

X = [(T.C.+ 6)xK
x ] = [(4295-5)(. 03496)]= 150 m

A
V = C KX ~ € * Kx)/Ts ] x Tach counts in previous

sample interval.

= [ . 03488 f 1 + ( • 0333)( • 03488)) /0 . 1 ] x 86 = 30 . 04 m/sec

,

2. At second wins crossing

€ = -5, €* = -0.033 Tach counts/m.

6 = 6* =

£ = 0.03488 [1 + (.0333 )(. 03488)]

.03492 m/Tach count

X = (4295)(. 03496) = 1 50 m

The velocity estimate would be the same as above. Note that the

initial error of five tachometer counts has been removed and the

position estimate is now exact.

A graphical representation of this example is shown in

Fig. 7-5, and a program to perform the necessary calculations

has been developed by Thayer [55],

c) Nonlinear Compensation

The state-dependent terms present in a longitudinal

dynamics model, such as those presented in Chapter VI, can be

linearized by employing inverse compensation. The collective

result will be a nominally linear, "fixed" plant.
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Estimated

Position

Note: The quality K is updated every 150 m.

Figure 7-5. Graphical illustration of example

of the proposed state estimator.

Inverse compensation can be performed with a digital

computer in at least two ways. One is to obtain a piecewise-

linear approximation of the non-linear term and calculate its

inverse based on the state at which the vehicle is operating.

Another is to make a table of the term's inverses at different

states (e.g., different velocities and accelerations) and by read-

ing the vehicle's state, use indexed addressing to obtain the

proper inverse for cancellation. In both methods, the term would

be "multiplied" by its inverse to achieve linearity. The output

Note that the method of inverse compensation was employed
in the design of the steering controller discussed in Chapter V.
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of the nonlinear compensator would be the input, through a

digital-to-analog converter, to the device which controls the

throttle valve.

d) Longitudinal Controller

The use of inverse compensation results in a nomin-

ally linear plant G.(p)
>
and the opportunity to employ linear design

techniques to specify the necessary compensation Gp(p). For

example, in the controller described in Chapter VI,

G
2(P)

= K
c
-^ _LT -^ , (7-1)
Kgp^ + K-,p + KQ

a choice which resulted in the response functions shown in Figs.

6-12 to 6-13 . A block diagram of the corresponding closed-loop

control system, which is equivalent to that of Fig. 6-8 , is shown

in Fig. 7-6.

To implement this controller in software (i.e., a dis-

crete equivalent of Eqn. 7-1) ), the computer must perform three

types of operations. The first, multiplication, involves the use of

the hardware multiplier. When this function is programmed, it is

important to keep track of the assumed decimal point because the

multiplications are not "floating point." (Shifting of the product

may have to take place for non-integer gains.) The second opera-

tion, integration, is implemented by adding the term to be inte-

grated into a given register each sampling period. However, one

should be cautioned that with the selected sampling period of 0.1 s,
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the register's contents would acquire a gain of ten during the

integration process. The final operation, addition, takes place

near the end of the linear controller program when the three

terms (the state errors with their gains) are added before the

open-loop gain computation. Addition would be accomplished via

the double-precision arithmetic features of the microprocessor.

A flow chart for a linear controller program correspond-

ing to Eqn (7-1) is shown in Fig. 7-7 and a listing of one possi-

ble implementation was given by Thayer [55] . His estimate is

that the total longitudinal control program would be less than two

thousand bytes long and should take less than 10 ms per sampling

period to execute. Therefore, there should be time for other

vehicle-level functions not directly related to longitudinal control,

such as communications and vehicle status monitoring.

e) Microcomputer Hardware

Various microcomputer configurations were examined,

and it was concluded that a unit, based on the INTEL 8085A,

would be suitable for this application. This unit is described in

Appendix D.

C. Velocity Controller Tests

A discrete implementation of the controller discussed in

the last section (and in Chapter VI) required more time than was

available. Therefore, a decision was made to design and test a

-209-



Calculate state errors

Multiply AX by K
1

and

push onto stack

Integrate AX and multiply

by K and push onto stack

Multiply AV by K2 and

push onto stack

Add the three terms

Multiply by K

Add to velocity feedback

signal

To

nonlinear compensator

Fig. 7-7. Flow chart for linear controller
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simpler controller — a 'velocity controller — as an intermediate

step. This would enable an early evaluation of operational problems

and, hopefully, a subsequent easy progression to the desired,

more-complex controller.

a) Analog Controller Design

The velocity controller used in this implementation is

shown in block diagram form in Fig 7-8. The command velocity

input, labeled Vc , would, in practice, be transmitted from a

sector-level computer, but here consisted of analog signals pro-

duced in the vehicle. The signal labeled V. is the voltage input

to an electrohydraulic servo which controls the position of the

throttle valve . C and Cp are parameters of the vehicle model

and K is a constant in the compensator. When inner-loop feed-

back (a gain of 10) is employed as shown, the compensated

Vj*
vehicle model (i.e., —— ) is valid for small-signal inputs over

the speed range of 1 2-24 m/s [52 ] .

The compensator zero was selected to cancel the pole in

the "compensated" plant, and the resulting closed-loop function is

V 1

Vc 0.56 s + 1

The response of this system to a small step input should be over-

damped with a time constant of 0.56 sec.
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b) Digital Controller Design

The velocity controller was also implemented by

employing a microcomputer as shown in Fig. 7-9. The primary

function to be performed by the latter was the realization of the

previously selected, proportional-plus-integral compensator. The

following conditions must be met by this configuration:

i) The computer inputs must be in digital form

(or easily convertable to that form),

ii) The quantization levels must be sufficiently

small so that all discretized quantities closely

"approximate their "analog" values,

iii) All required computations must be fast so that

the sampling interval and the transport delay

are small.

The first of these was met by using a row of switches to

specify the velocity command and appropriately processing the

output of a driveshaft-mounted tachometer. This output consis-

ted of a pulse train, and discrete estimates of velocity were

6
obtained by counting the pulses in each sampling interval of 0.1s.

Since, for the wheel tachometer employed, each pulse represented

6
This interval was selected to insure that the sampling time

did not introduce an excessive time delay into the system.
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a distance traveled of approximately 1 cm, the velocity quantiza-

tion level was some 0.12 m/s. This value was excessive so a

frequency-multiplier circuit was employed to double the pulse

rate and reduce the quantization level to 0.06 m/s — an accept-

able value.

The third requirement was met by using the Intel 8085,

microprocessor-based system described in Appendix D. This

was sufficiently fast (6.144 MHz clock, 1 .3 jus instruction cycle)

and the required compensation sufficiently simple so that the trans-

port delay was only 150 /xs — a value well within the 0.1 s

sampling time.

A flow chart of the program used for this controller is

shown in Fig. 7-10 and a program listing in Reference [55] . In

the first part of the program, the command and actual velocities

are read and the error is determined. Then, this error is dis-

played on the computer readout and is available at an output port

for external use. Then the counter, which stores the actual

velocity (tach counts per 0.1 s) is cleared by sending a negative

voltage pulse into its clear input. The integration and gain opera-

tions are performed on AV, and the results are added and put

through a digital-to-analog converter (DAC) onto an analog summer

(see Fig. 7-9).
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read actual velocity
and velocity command
and calculate error

w

display and output
velocity error

>'

clear counter

>'

t\

divide error by 2

and add to integral
of velocity error to produce
new integral of velocity error

% '

multiply velocity error
by a gain of six

, > '

add integral of error to

proportional and output
to throttle input

* Delay 0.1 s

Fig. 7-10. Flow chart for velocity controller,
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c) Test Results

To compare the operations of the two controllers, both

were subjected to nearly identical full-scale tests in which an

instrumented, 1965 Plymouth sedan was employed. A step input

command speed was applied to this vehicle, which was moving at

a constant speed V , and as the vehicle responded, AV = V - V

was recorded. Typical responses
>
for initial speeds of 9.15, 12.2,

15.3, 18.2, and 21.3 with 0.3 m/s step inputs, are shown in

Figs. 7-1 1 to 7-15.

Note that the responses with both controllers are over-

damped as expected. However, while the responses with the

analog controller are characterized by a time constant of some

0.56 s, those with the digital controller are somewhat slower.

This is at least partly due to the reduced integral gain in the

digital controller — a reduction intended to shorten program length

and development time

.

The response of the digital controller to disturbance

inputs was "synthetically" examined by recording the velocity

error as the vehicle entered and traversed a curved portion of

track. Note from Fig. 7-16 that this error was always within

+ 0.06 m/s of the command velocity.

One operational problem encountered in early digital

controller tests was power supply noise which resulted in erratic
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computer operations. This difficulty was overcome by appropriate

modification of an AC unit which was employed with other test

equipment. Subsequently, there were no operational problems,

and the functioning of the digital controller was at least as reliable

as the analog one.

D. Longitudinal Position Controller Implementation

The desired longitudinal controller can be implemented

using the software concepts discussed here and the hardware con-

figuration discussed in Appendix D. In view of the excellent

results obtained from the testing of a simple velocity controller,

there appears to be no practical difficulties involved in realizing

the more complex position controller of Fig. 7-6.
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CHAPTER VIII

SUMMARY AND FUTURE EFFORTS

A. Summary

The control required for an automated highway system can

be achieved via a hierarchy wherein a centralized computer would

oversee network operations with this including the. coordination

of activities in the individual geographic regions comprising the

network.. A second level of control would be at the regional level.

Each regional controller would supervise the activity of a number

of sectors and control the vehicles in those sectors via appropriate

commands to the sector computers which comprise the third level

of control. The fourth, and lowest, level of control is that of the

individual vehicle. The concern here is with control of the sector

level which is comprised of four essential facets:

a) The specification of the desired state of each vehicle;

b) The determination of the actual state of each vehicle;

c) Communications between each vehicle and sector-control; and

d) The control of each individual vehicle.

Each of the facets can be viewed in the context of either longitud-

inal or lateral control .
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During the past year, which was the final year of a three-

year program, the research efforts were focused principally on

the continuing development of a physical test facility which will

be employed to study control and communication problems at,

and below, the sector level. This will be done in the context of

high-speed (to 26.8 m/s) operations at time headways as small as

1 s.

The principal accomplishments during this year were:

1) The selection of a sector-level control concept,

the design and implementation of hardware required

for sector-level operations, and the choice of geo-

metries over which online control would be realized;

2) The development and field evaluation of a sector

computer-to-controlled vehicle communication link;

3) The design, development and field evaluation of a

"radar" approach to lateral control; and

4) The design and field evaluation of a vehicle longitudinal

controller which provided excellent performance — a

small-position error, a comfortable ride, and a rela-

tive insensitivity to disturbance forces — on a con-

sistent basis over a wide range of environmental condi-

tions .



The above were integrated and a demonstration of online control,

which involved 2 test vehicles operating at a time headway of 1 s,

was given. The highlight of this demonstration involved the

merging of an initially stationary vehicle into a position 1 s ahead

of a mainline vehicle traveling at a speed of 26.8 m/s

.

The secondary activities included the design, construction,

and field evaluation of a guidewall structure for use in radar

steering, and a start toward converting the analog electronics,

employed in the vehicle lateral and longitudinal controllers, to a

discrete digital realization. The latter was accomplished using

microprocessors and involved the digital realization of both a

lateral and a longitudinal controller. The former, which involved

a previously designed, velocity-adaptive controller, was extensively

tested and yielded excellent performance — tracking error < 0.063 m,

a good insensitivity to disturbance forces, and a comfortable ride.

The latter, which involved the realization of a simple velocity

controller, originally designed by Bender and Fenton [ 25] , was

also field tested with good results; however, it remains to

similarly implement the more complex, better-performing longi-

tudinal controller discussed in Chapter M . The microprocessors

employed here can also be employed in a vehicle-based, decision-

making role.
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B. Future Directions

In view of the results obtained from this study, it is pro-

posed that future AHS technology development efforts should be

focused on the following:

a) The continued development of the automated vehicle

test facility at TRCO;

b) The implementation of an online computing system

which could accomplish all sector-level control tasks;

c) An intensive study of a multi-processor system for

in-vehicle use;

d) Studies of radar-sensing techniques for use in both

lateral and longitudinal control; and

e) Studies in vehicle longitudinal control with an

emphasis on both emergency operations and the trade-

offs between fuel usage, vehicle tracking accuracy and

ride comfort.
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APPENDIX A

ON THE LATERAL RIDE QUALITY OF

A WIRE-FOLLOWING SYSTEM

In previous test-track evaluations of vehicle lateral controll-

ers, wherein a buried cable was used for reference purposes, ride

confort was generally evaluated subjectively although peak values

of lateral acceleration were recorded [ 1 ] . This approach was

taken since the lateral acceleration (a ) at the vehicle's center ofeg

gravity was generally so small |a | < 0.05 g that meaningful

measurements were difficult to obtain with available accelerometers.

During the past year it was necessary to compare the per-

formance of the wire-following system and the side-mounted radar

discussed in Chapter IV, and it was preferable to use quantitative

measures of both lateral tracking accuracy and ride comfort in

this comparison. The measures selected were the rms values of

aCQ , ap, and ASf where ap is the lateral acceleration as measured

at the front center of the vehicle and ASp is the lateral position

error at that location.

The three rms measurements were made at each of five

speeds — 10 m/s, 13.4 m/s, 20 m/s, 26.8 m/s, and 35.7 m/s

— and measurement intervals of some 40 s. The test roadway

employed was the straight section of the TRCO skid pad (see Fig

.
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3-12) which is characterized by longitudinal grades ranging from

-0.44 to +0.44%.

The test vehicle was a 1965 Plymouth sedan, and its lateral

position was obtained by sensing the field from a wire-following

configuration. The controller employed was the velocity-adaptive

unit designed by Cormier [ 1 ] and a crosswind, which varied from

0-3.6 m/s, was present during the tests.

Initially, unfiltered measurements of a , a- , and ASf

were used as inputs to the rms measuring circuits. As a major

portion of both aCg and af was due to high-frequency (14-25 Hz)

engine effects, which do not significantly affect ride comfort, a

second series were conducted to reduce these effects on the measure-

ment. This was done by filtering both ac_ and su with a 7.95- Hz,

single-pole filter prior to the computation of the rms values

.

The rms accelerations for both cases are shown in Figs

.

A-1 and A-2 . Within each case, the data points are scattered at

each speed, an effect which is due to the variable wind force act-

ing, the nonlevel pavement (both in the longitudinal and lateral

directions), and the presence of some minor pavement irregularities.

In the unfiltered case, (acq)rrns increases from 0.06 m/s

at a forward speed of 10 m/s to 0.26 m/s2 at 35.7 m/s,

whereas in the filtered case the corresponding range is 0.04 to

0.12 m/s2 (see Fig. A-1). The results for (af)rms > which are
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shown in Fig. A-2, are similar in form; however, the measured

values are much larger. This is an expected result since

a = a + 3 lb ,f eg

where is the vehicle's yaw acceleration.

In both cases, the differences between the filtered and the

unfiltered results can be attributed to engine effects which increase

with increasing speed. As the test vehicle is 15 years old and has

undergone much severe testing, these effects may be worse than

those of a newer vehicle.

The tracking data are shown in Fig. A-3 as a function of

speed. In essence, (AS-) increases with increasing speed;

e.g., (ASf)rrns = 0.8 cm at 9.4 m/s while at 35.7 m/s, it is

1 .7 cm.

In summary, the position errors and lateral accelerations

were quite low and, on this basis, the tracking capability and the

lateral ride quality of this wire-following controller can be des-

cribed as excellent.
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APPENDIX B

A COORDINATE SYSTEM FOR
AUTOMATIC LATERAL CONTROLLER DESIGN

A. Introduction

Automatic lateral control is an essential function for all classes

of automated ground vehicles [l]-[3]. The purpose of such control is

to cause a vehicle to follow a desired path even in the presence of

disturbance forces (e.g., those due to sidewinds). This path is generally

described in a fixed-base, inertial-coordinate system and, as a result, it

is very cumbersome to describe a controlled vehicle's motion on anything

but a straight path. This is a principal reason why the majority of past

designs have considered only this case [4]-[9]. However, as Cormier has

demonstrated, good performance (i.e., a small tracking error, a comfort-

able ride, and a relative insensitivity to disturbances) on a straight-

line path doesn't necessarily mean similar performance on a curving one

[10], As a vehicle should be capable of following a variety of paths,

the controller must be designed accordingly.

Here, two approaches to describing the desired path and a controlled

vehicle's motion are presented. The first involves an inertia! coordinate

system and the second a path-dependent one. Each of these is examined in

detail and reasons for selecting the latter for use in analysis and design

are delineated.
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In this effort, it is convenient, for illustrative purposes, to

represent vehicle lateral dynamics by a linear, 2 degree-of-freedom

model. The latter is adequate to describe a vehicle's lateral motions

provided the vehicle lateral acceleration is small [11] - [12]. This

model is characterized by three inputs F^, F e , and 6 and two outputs,

i and V s , as shown in Fig. B-l (A third quantity Vf , which is associated

with the longitudinal motion of the vehicle is, for convenience, also

shown as available).

There is no loss in generality by setting F^ = F e
= 0, since the

principal concern here is describing vehicle motion. The effects of

|F(j| > and/or |F
e |

> on this motion are easily incorporated as demon-

strated in Section III.

B. INERTIAL REFERENCE FRAME

Consider the situation shown in Fig ^-2 where a vehicle is progress-

ing along the desired path

S - *o(t)x * YD (t)y (Bl)

as defined in an inertial coordinate system. The actual vehicle path is

obtained by integrating the velocity of the vehicle's center of gravity (eg)

Since, from Fig.B-2

X(t)= VjSinf / Vs ccs r (B2)

and

then

Y(t)= V+cosf- Vs s/" P (B3 >

x(«= fm (p = &) (B4)

All symbols are defined in Table B-l
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TABLE B-l

DEFINITION OF SYMBOLS

Symbol Definition

A
l

a
cg

af

fd

Fdt

FdN

U{s) (or N)

R(s)

s

h

if

icg

ASCg

I(s) (or T)

x
D
(t)

x(t)

x_

Y
D (t)

Y(t)

Distance from eg to front center of vehicle

Lateral acceleration of the vehicle's eg

Lateral acceleration of the front center of a vehicle

Disturbance force

Disturbance force in T direction

Disturbance force in U direction
_d

Differential operator ( = dt)

Unit vector perpendicular to Sn at locations
(See Fig. B-5)

Radius of curvature of path at location s

Distance along path from origin

Desired path for vehicle eg (See Fig. B-2 or B-5)

Desired path relative to front center of vehicle

Actual path traveled by front center of vehicle

Location of vehicle eg

Deviation of vehicle eg from path

Unit vector tangent to S^ at location s (See Fig. B-5)

x component of Sg(t)

x component fo vehicle eg location (See Fig. B-2)

Unit vector in x direction (See Fig. B-2)

y component of Srj(t)

y component of vehicle eg location (See Fig. B-2)
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TABLE B-l (continued)

Symbol Definition

1 Unit vector in y direction (See Fig. B-2)

Vs Side velocity of vehicle

Vf Forward velocity of vehicle

h Total velocity of vehicle

* Vehicle yaw angle (See Fig. B-2)

*D
Path yaw angle (See Fig. B-2)

Aip -.„
6 Front-wheel angle

Note: A dot over a variable denotes differentiation by time
(e.g., ip = pi>).
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Fig. B-l A simplified model of a vehicle's
lateral dynamics.

/

X D (t) X(t)

Fig.Bf.2 Veliicle motion as described in an

inertial reference frame.
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and

Y(t) = £ Y(t) (B5)

The deviation of the eg from the desired path is

[XD (t) - X(tjj X +[Ye (t) - Y(t/] y (B6)

This vector is depicted in Fig.B-2 and corresponds to one signal that

could be enployed by a controller to maintain the vehicle eg on or close

to Sq. This representation is overly general as the measured quantity

would probably be the perpendicular distance from the vehicle longitudin-

al body axis to S^. Thus, it is convenient to let its intersection

with Sj) be the desired state point.

A measurement, which is employed in wire-following configurations

[10] - [11], [13] - [16], is made a distance A-j ahead of the vehicle's

eg (e.g., relative to the vehicle's front center) and relative to the long-

itudinal body axis. The coordinates of this measurement point are

5f = [X® +A sin f\ x * (Yfc) + A, cos fj y (B7)

and those of the corresponding "path point" are

3of = [^(tj f A, sin J£]x - [Y„(jz) + A,coi %]y (B8)

The resulting deviation is

hf~$t =
T^(*) -*W * A,(s/~ % - S/r, V)]x (B9)

+ [Y„@ - Y& +A,(coi \ - cos tf)] y
If i|»

~ $q + M»» where ^ is small, then

sin % - stifa-naV) * "(coj Vd)aY

and

COS 1% - Coj{%+AY) t2 (jJ~ ¥£) Af
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Substituting these approximations into Eqn.B8), results in

S>fh s [X&-Xft)-A
t
(c*j Vlj&tfx (bio)

+ lY (t)-Ytt)*-J,(s,~li)4r]y
This result is employed in the block diagram of Fig.B-3. The input

is Sp, the output S*, and the role of the coordinate transformation block

is to convert i|>, V
s , V^ and Xq and Y

Q
into S^ by the steps detailed in

Eqns. (B2)-(B5) and (Bio). Since

a - *.«-'# ,

it would be redundant to include it explicitly as an input to this block.

It is difficult to use this configuration for analysis purposes

since the coordinate transformation is nonlinear and the description

of the path using vectors is very cumbersome. However, if the restriction

is made that the vehicle is traveling at a constant speed on the straight

path

fjt) = Ox * Yc (t)y (BID

and ty
and V

s
are small, then Eqns.(B2) and(B3) reduce to

Y(±) - V
f
?+Vs (Bi2)

and

Y(t) - V
f
-Vs f *V

f
(b 13)

The corresponding distances traveled by the vehicle's eg are

and

Y(t)= V
f
t.
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Thus,

5f = p^^^Ajji * [iW-Vft-A^j

For perfect tracking in the Y direction,

Y

Q
(t) - Vft + A,, and

4^ =

Under these conditions, the block diagram of Fig.B-3 reduces to that

of Fig. B-4. Since AS. only contains an x_ component, the vector notation

has been discarded and a relatively simple and easy to analyze configura-

tion results. In particular, if both the vehicle dynamics and controller

dynamics are linear (or the combination is linear), the closed-loop system

would be linear. However, the use of this configuration is quite restricted

as only straight-line tracking and paths involving small value of ip

D
and

2
ij;

D
can be considered. For paths characterized by large ^ and or i^

(e.g., when the small-angle approximations of Eqns. (B 12)-(B I3)are not

valid), the configuration of Fig.B-3 must be eiiployed.

C. PATH-DEPENDENT COORDINATES

Consider the situation shown in Fig.B-5where a vehicle is progress-

ing along the path defined by

?o*
V4 T(s)

P
Several representations of this path can be employed for analysis and/or

design purposes, and the most convenient of these is considered next.

Note that

and

so that

dt zfS eft

= tLN .

*L^
/?Q>

^For example, a path defining a lane change.
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Fig. B-5 A path-dependent coordinate
system.

Fe B

N ^O ConlroMer

ond

Actuotor

V

Fdn*

Vehicle

Dynamic s

V8

^dN

o + AS
f
Nn

Sec

f

Eqn.fr
(20)

Fig. B-6 Steering controller described in

path-dependent coordinates.
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Further since a controlled vehicle is to be centered on the path, a second

requirement is

f(t)N = ON. (B15)

Eqns<Bl4) andpl 5), which define the desired path, can be employed as

the command inputs to a lateral control system.

Next consider the vehicle deviation from the path. Using Fig. B-5

Vv = ( V^cojAV- Vs s^ 4p)j + (l$ Sin &f+Vs cos AtfN

Upon integrating, and recognizing that a^ is small for good tracking,

5ej - <B 16)

Alternatively, from Fig. B-5

S = f ~
* * Scjd{. (B17)

Equating Bl 6 andBl7 , and cancelling the common *~ term, there
P

results,

A**j(l
- (VsAf)T + (Vf ^-h j/s ) N

P
(B18)

As demonstrated in the appendix,^ * (y^±AN (B19)

for V
s

small and moderate values of tp
D

. The corresponding deviation at

the front center of the vehicle (or indeed at any location of the longi-

tudinal axis A, units from the eg) is

[- + A,&y N £Sj A/ (B 20)
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This is the quantity that is usually measured in a wire- following configur-

ation.

If the curving portions of the path were superelevated, then £e

would be nonzero and

§ = £& A/.

Another possible input is F^ and, in general,

If this force were not too large, one could employ only the N_ component

in the analysis of lateral motion. 3

Consider the lateral controller shown in Fig.B-6. Since all inputs

(CW, i|)qN, F N, and F^^N) and the output (ASfjO are in the !N direction, the

vector notation can be dropped, and the system treated as having scalar

inputs and a single scalar output as shown in Fig.B-7. This results in

an especially convenient configuration for analysis, as both straight-

line paths (\f/D
= 0) and curved ones Up f 0) are readily considered. Further,

the most important time histories AS^(t), V
s
(t), j, Aij>, a

cg
and a^ are

readily obtainable for processing to obtain various desired performance

measures (e.g., USf) and (a^) rms ). The position of the vehicle with

respect to an inertial frame is not directly available as with the

configurations of F1gs»B-3 and B-4 however, for analysis of lateral controller

performance this is relatively unimportant.

3
For

| Fhn I

l ar9 e > tne vehicle dynamics model employed would probably
not be valfcr.



5

»- >>
o «/>

«-
01

E *->

1- c
(O -a
•r- 1_
-o o

o^ o
o
O •*->

•— c
-o

•a c
-r- Q.

•r- "O

CX-C
E +-»

(/> Q.

r«»

CD

en

-256-



D. CONCLUSIONS

Under the conditions that i^ - 0, the representation of Fig.B-7 re-

duces to that of Fig. B-4. In this sense, the former is a powerful ex-

tension of the latter, as it affords a simple means of accomodating the

curving-path Inputs which must be considered in lateral control design.

This has been done in two studies, and the results obtained for i f

inputs have closely corresponded with those obtained in actual vehicle

tests [10] - [11].

A simple two-degree-of-freedom model was employed here for conven-

ience; however 9 the path-dependent coordinate approach described here is

applicable for use with more complex models.
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APPENDIX BB

AN APPROXIMATION FOR As
eg*

It was demonstrated in Section III that

CJ - e> o (BB-1)

Letting f(t) = (V
S
A^ + V

?
) and integrating the second term on the right-

hand side by parts results in

fftm fft N + M(¥) *> A
If the resulting second term is integrated by parts, and so on, then

f(f)N
\

% . A/

J
T -.-..

r
or

fftid
S
it
p p p WH%\%\ • \N

km^-i{mm^-)iT (BB-2)

The nature of the higher-order terms in^this expression may be examined by

considering the special case for which ^(t) is constant. Then Eqn. (A-2)

becomes
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Under the condition that both if and the successive integrations of f(t)

are small, then
u

P

p p -

Further, since both V
s

and A^ are small for a well -performing lateral

controller, the first term in Eqn. (A-l) may be neglected. Then, this

equation becomes

J P
which is the result previously employed.
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APPENDIX C

A MICROPROCESSOR-BASED LATERAL CONTROLLER —
HARDWARE IMPLEMENTATION

The control algorithm discussed in Chapter V was imple-

mented with an Intel SDK-86 design kit. The resulting micro-

computer, which is based on the 8086 microprocessor, is depict-

ed in Fig. C-1 . It operates at a 2-MHz (or 4-MHz) clockrate

and has 2k bytes of onboard RAM (with provision for an additional

2k), 2k bytes of monitor ROM, and 2k bytes of user PROM. The

keypad monitor program, which is resident in the monitor ROM,

interprets data and commands from the keypad and displays results

on a 10-character, 7-segment display. Input/output is achieved

through a programmable peripheral interface, an Intel 8255, which

has 3 programmable I/O ports.

A programmable keyboard display, an Intel 8255, divides

the processor clock by 1.25 x 10 to provide a 5.1455 ms square

wave. This is further divided by 10 using a decade counter, an

Intel 7490, to provide a 51 .455 ms clock. This clock triggers a

monostable multivibrator to produce one 4 jUs pulse each period.

The latter is used to initiate the transformation of both V and

ASf to a discrete form, and to interrupt the microcomputer which
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then starts executing a program to process data. The former is

achieved by using two 12-bit A/D converters (two ADC 80's are

employed). The conversion-complete signal from the A/D converter

(of AS.) is connected to the TEST input of the 8086 processor.

On entering the interrupt routine, the processor executes a WAIT

1

instruction so that processing of data begins only after the con-

version is complete. Note that Ports A and B of the 8255 are

used to input V_ and AS . The voltage output E. , which is the

input to the electrohydraulic actuator, is the output on Port C.

1 The conversion of Vf requires approximately the same time
as that for ASf. In addition, the V^ signal is used some 4 ms
after it is sampled, whereas AS^ is used immediately. Hence, the

conversion-complete signal of the AS A/D converter can be used
to indicate the completion of conversion for both A/D's.

2
The WAIT instruction causes the processor to enter a wait

state if the signal on the TEST pin is not asserted. This state

is cleared and execution resumes when the TEST signal is asserted,
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APPENDIX D

MICROCOMPUTER HARDWARE FOR A LONGITUDINAL CONTROLLER

A. Introduction

The microprocessor selected for use in the longitudinal controller,

described in Chapters VI and VII, must meet the following requirements:

i) The clock frequency and instruction cycle must be fast

enough so that the data sampling intervals and trans-

port delays are small, thereby not lessening controller

stabil ity;

ii) There should be one power supply voltage to reduce the

necessary auxiliary units; and

iii) All support hardware must be commercially available.

The device selected, an INTEL 8085 A , is an 8-bit microprocessor with a

1.3 -fis instruction cycle, a single supply voltage (+5V) and commercially

available support devices. The 8085A is employed in the computer outlined

in Fig. D-l

.

B. Address Allocations

A total of 64K memory locations (IK = 1024 bytes) and 256 I/O ports

are addressable. The former are divided into blocks for ROM, RAM, memory-

mapped multiplying, and user I/O as shown in Fig. D-2. The locations

labeled "foldback" are alternative addresses which should be avoided to

All addresses presented here are in hexadecimal form.
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t

2K
Monitor
ROM
8755

Keyboard

Microcomputer Bus
*

Keyboard-Display

Controller

8279

Fig. D-l. Basic microcomputer structure.

reduce the possibility of confusion. Addresses 0000,. through 7FFF,, are

allocated for the basic system, while addresses 8000
H
~ FFFF

H
are enabled

by expansion buffers to implement additions to this system.

C. Program PROM

An INTEL 2758 PROM (programmable read-only memory) was selected for

program storage because of its single 5-volt power supply requirement, its

low-power dissipation (525-mW active power, 132-mW standby power), its fast

access time (450 ns), and the availability of a programming unit.

A diagram of the PROM interface design is shown in Fig. D-3. The

chip enable input (CE) controls the enabling of the device, and is set

"active" when a value between 8000
H

and 87FF
R

is on the address bus.

(The PROM is assigned addresses 8000
H
—83FF

H .)

The 8085 bus-timing was set up to allow for 170 ns between the time

the address is valid (i.e., stable) and the read line is activated, and

an additional 400 ns before the signals on the data lines are read; thus

the total access time is 570 ns. The specified maximum access time of the

PROM is 450 ns ; therefore, there is a "buffer" of 120 ns in the "READ" cycle,
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Memory
Locations

FFFF

COOO

1

Not Used
(open for expansion)

BFFF

B808

Multiplier locations
(fold back)

B807

B800
Multiplier locations

. B7FF

8800

Not Used, Chip selects 1-6

on Device Dl

87FF

8400

Program PROM
(fold back)

83FF

8000

Program PROM
(IK)

7FFF

30#0

Not Used

2FFF

2900

Expansion RAM
(fold back)

28FF

2800

Expansion RAM

(256 locations)

27FF

2100

Basic RAM
(fold back)

20FF

2000

Basic RAM
(256 locations)

1FFF

1800
User I/O

17FF

1000

Not Used
(2K)

OFFF

0800

Expansion ROM (2K)

(not used)

07FF

0000

Monitor ROM
.

(2K)

Fig. D~2. Memory Allocations
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p. I/O Ports

The information transfers to and from the computer are accomplished via

three output and four input ports. These I/O ports operate with the desig-

nated hardware and software features of the microprocessor. The I/O device

3
chosen was the INTEL 8212, which consists of an eight-bit latch, a tri-

state buffer, and some logic circuitry. The output port (see Fig. D-4)

latches data from the microprocessor so that the information is always

available on the output pins of the device. The input port (see Fig. D-5)

supplies the data bus with the information on the input lines when the

proper instruction is executed.

E. Multiplier Interface

A hardware multiplier was added to aid in the numerous and complex

computations that must be carried out for longitudinal control. This

addition results in a reduction in both software and calculation times

by a factor of twenty.

The MPY-16 AJ, manufactured by TRW Corp., was selected because it was

the only available multiplier that operated on 16-by-16 bit inputs to

produce a 32-bit product. Several problems arose from this choice. First,

because the inputs are 16-bits long, external buffers and registers are

needed to store and read data. Second, because of the magnitude of power

consumption (5W), there is a need for a high-amperage, five-volt supply.

2 The I/O ports have eight-bit addresses and are operated with the "IN"

and "OUT" instructions.

J A latch is a type of storage register.
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The overall multiplier interface is designed so that the multiplication

seems memory-mapped to the programmer. The software procedure for carrying

out a 16-by-16 bit* two's -complement multiplication is summarized as

follows:

1. The LSB (least significant byte) of the first multiplicand is

loaded into address B800 and the MSB (most significant byte) is

loaded into address B801.

2. Similarly, the LSB and MSB of the second multiplicand are loaded

into addresses B802 and B803, respectively.

3. With these values stored, the product is automatically calculated

.4

and stored into output registers.

4. The LSB of the MSP (most significant product) register can be read

from B804, and the MSB from location B805.

5. The LSB and the MSB of the LSP (least significant product) can be

read from locations B806 and B807, respectively. The sign bit is

contained in the highest-order bit in both the MSP and the LSP.

The implemented design involves the use of data latches and tri-state

buffers so that the microcomputer's eight-bit data bus can be used to

transfer information to and from the multiplier. The package pins which

are connected to the first multiplier-input register, the X register,

are unique to that register; thus no multiplexing is needed. The only

(externa* hardware" necessary is a latch (an INTEL 8212) that stores eight

bits of data; thus all input digits (eight in the latch and eight on the

4/
The multiplication time is 150 ns, which is very fast compared to the

microprocessor instruction cycle.
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data bus) are available to the multiplier simultaneously (see Fig. D-6). A decoded

timing signal is used to load information into the X register when these

bits are available.

The other multiplier input, the Y register (see Fig.D-7) shares external

device pins with the LSP output register; thus the required interface to

the microprocessor is more complex. Extra buffers and careful timing are

needed to ensure that no more than one device activates the data bus at

5
any time. An INTEL 8212 is used to store the LSB at address B802 and to

activate the inputs to the Y register when a byte of data, the MSB, is

stored into memory location B803. The latter byte goes through a buffer

which is enabled with the same timing signal as the one used to clock the

input. In this way, the inputs to the Y register are active only when the

_6
decoded address B803, the WR signal, and the IO/M signal are all low

7
voltage.

A combinatorial logic array is used to "multiply" the values in the

two input registers. The 32-bit product is transferred to 2, 16-bit

registers— the LSP register (see Fig.D-8) and the MSP register. Data is

sent from the former register to the device pins by activating the TRI L

input when either location B806 or B807 is read. Connected to these pins

are two separately-enabled buffers—one is activated when address B806 is

read, the other when B807 is read. In this way, the two, eight-bit bytes

from the LSP are separately transferred through the same bus.

Such an occurrence would result in bad data transmission or the

destruction of a device.

WR and IO/M are microcomputer timing signals.

7 This corresponds, in software, to writing into memory location B803,
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The other product register is the MSP (see Fig.D-9), whose output

operates in the same way as the LSP, except that addresses B804 and B805

are used to enable the external buffers.

F. Interrupt Considerations

During longitudinal control operation, two occurences warrant the use

of a microprocessor interrupt—the reception of a timing signal {every 0.1 s)

for the synchronizing sector- and vehicle-level control and communications,

and the specification of an emergency either from onboard instruments or

from a macro-level computer. Since these two occurrences involve different

responses, two separate interrupt lines should be used.

In the basic computer, three interrupts are dedicated to system and

user functions and the other two are available for use with the previously

described occurrences. The former are the TRAP, which is used for a basic

system timing interrupt, the RST 5.5, which is dedicated to the display

controller, and the RST 7.5 which is a user-enabled interrupt. The latter

should be programmed to allow the operator to halt or alter operations of

the computer during testing operations. The two remaining are the RST

6.5 and INTR functions. Since the RST 6.5 is of higher priority than

the INTR, the former should be used for emergencies and the latter for

the synchronization signal.

G. Summary

The microcomputer described here has been designed for the purpose

of longitudinal control—especially the field testing of control algorithms.

Expedient testing operations are possible because loading and changing

program sections and parameters in memory can be accomplished quickly with

either the use of the keyboard input or the insertion of pre-programmed

PROM's. Other I/O devices, such as a cassette recorder or a teletype

were considered, and it was determined that they could be useful and

added later if necessary.
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FEDERALLY COORDINATED PROGRAM (FCP) OF HIGHWAY
RESEARCH AND DEVELOPMENT

The Offices of Research and Development (R&D) of

the Federal Highway Administration (FHWA) are

responsible for a broad program of staff and contract

research and development and a Federal-aid

program, conducted by or through the State highway

transportation agencies, that includes the Highway

Planning and Research (HP&R) program and the

National Cooperative Highway Research Program

(NCHRP) managed by the Transportation Research

Board. The FCP is a carefully selected group of proj-

ects that uses research and development resources to

obtain timely solutions to urgent national highway

engineering problems.*

The diagonal double stripe on the cover of this report

represents a highway and is color-coded to identify

the FCP category that the report falls under. A red

striDe is used for category 1, dark blue for category 2,

r cateeorv 3. brown for cateeorv 4. erav

stripe is»ui[jc is uscu iui udicguij i, uciift uiuc iui uaicguiy ^,

light blue for category 3, brown for category 4, gray

for category 5, green for categories 6 and 7, and an

orange stripe identifies category 0.

FCP Category Descriptions

1. Improved Highway Design and Operation

for Safety

Safety R&D addresses problems associated with

the responsibilities of the FHWA under the

Highway Safety Act and includes investigation of

appropriate design standards, roadside hardware,

signing, and physical and scientific data for the

formulation of improved safety regulations.

2. Reduction of Traffic Congestion, and

Improved Operational Efficiency

Traffic R&D is concerned with increasing the

operational efficiency of existing highways by

advancing technology, by improving designs for

existing as well as new facilities, and by balancing

the demand-capacity relationship through traffic

management techniques such as bus and carpool

preferential treatment, motorist information, and

rerouting of traffic.

3. Environmental Considerations in Highway
Design, Location, Construction, and Opera-

tion

Environmental R&D is directed toward identify-

ing and evaluating highway elements that affect

• The complete seven-volume official statement of the FCP is available from

the National Technical Information Service, Springfield, Va. 22161. Single

copies of the introductory volume are available without charge from Program

Analysis (HRD-3), Offices of Research and Development, Federal Highway

Administration, Washington, D.C. 20590.

the quality of the human environment. The goals

are reduction of adverse highway and traffic

impacts, and protection and enhancement of the

environment.

4. Improved Materials Utilization and
Durability

Materials R&D is concerned with expanding the

knowledge and technology of materials properties,

using available natural materials, improving struc-

tural foundation materials, recycling highway

materials, converting industrial wastes into useful

highway products, developing extender or

substitute materials for those in short supply, and

developing more rapid and reliable testing

procedures. The goals are lower highway con-

struction costs and extended maintenance-free

operation.

5. Improved Design to Reduce Costs, Extend

Life Expectancy, and Insure Structural

Safety

Structural R&D is concerned with furthering the

latest technological advances in structural and

hydraulic designs, fabrication processes, and

construction techniques to provide safe, efficient

highways at reasonable costs.

6. Improved Technology for Highway
Construction

This category is concerned with the research,

development, and implementation of highway

construction technology to increase productivity,

reduce energy consumption, conserve dwindling

resources, and reduce costs while improving the

quality and methods of construction.

7. Improved Technology for Highway
Maintenance

This category addresses problems in preserving

the Nation's highways and includes activities in

physical maintenance, traffic services, manage-

ment, and equipment. The goal is to maximize

operational efficiency and safety to the traveling

public while conserving resources.

0. Other New Studies

This category, not included in the seven-volume

official statement of the FCP, is concerned with

HP&R and NCHRP studies not specifically related

to FCP projects. These studies involve R&D
support of other FHWA program office research.
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